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Abstract

When Thermal Meets Non-thermal:

Investigating Gamma-ray Emission from Very-High-Energy Blazars

by

Caitlin Anne Johnson

Blazars, active galactic nuclei with their jets aligned along our line of sight, emit

radiation in all bands of the electromagnetic spectrum. Many questions remain

about the emission mechanisms, and this dissertation investigates how thermal

emission originating outside of the jet plays a role in producing the non-thermal

radiation created in the jet. We present multi-wavelength observations of the

very-high-energy-emitting blazar 3C 66A taken from 2007 to 2016 by VERITAS,

the Fermi-Large Area Telescope, the Neil Gehrels Swift Observatory, and ground-

based optical observatories including the Tuorla Observatory and Fred Lawrence

Whipple Observatory. 3C 66A is a TeV-emitting intermediate-synchrotron-peaked

blazar, a relatively small class of TeV-detected AGN. We construct the multi-

wavelength spectral energy distribution during multiple epochs of observation and

present the first spectral energy distributions of 3C 66A in quiescent flux states.

To explain the emission, we develop and implement a Markov Chain Monte Carlo

method to fit single-zone gamma-ray emission models. Additionally, we study the

gamma-ray flux and optical spectral features of five TeV-detected blazars: Mrk

501, Mrk 421, 3C 279, PKS 1441+25 and PKS1222+216. Correlations between

optical spectral features and gamma-ray flux can give insight to the interplay

between region producing non-thermal emission in the jet and thermal components

such as the broad line region in the blazar environment.
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Chapter 1

Introduction to Very High

Energy Blazars

For millennia, humans have looked to the skies above for answers about the

laws of nature. In the mid-1900s, astronomers began to grasp the immense physi-

cal scale of the Universe in which we live and the variety of environments that exist

in it. One type of astrophysical object that was initially discovered in the 1960’s,

active galactic nuclei (AGN), has turned out to host multiple environments useful

for studying fundamental physics and the nature of galaxies in the Universe. This

thesis investigates a subset of AGN, blazars, and aims to understand the physics

of how gamma rays are produced in this extreme environment and the role of

thermal emission and geometry. This chapter introduces some of the context and

fundamental physics relevant to the study of gamma-ray emission from blazars.

1.1 Active Galactic Nuclei

AGN are compact regions near the center of galaxies with a super massive

black hole (SMBH), 106 - 108 Solar masses. The AGN is typically accreting
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matter onto a disk, and a small fraction host two relativistic jets emanating from

either side of the accretion disk. AGN have a variety of observed properties, and

significant work over the past several decades has been in an effort to unify these

properties. Our current picture is that the variety of observables can be explained

primarily based on the viewing geometry of the AGN, but they are also impacted

by the mass of the black hole, rate of accretion and obscuration by dust (Urry

and Padovani, 1995).

When the jet of an AGN is aligned close to our line of sight, it is called a

blazar. Details of the implications for this orientation are in Section 1.4. There

are two types of blazars, classified based on their observed optical spectral fea-

tures. BL Lacertae type objects, or simply BL Lacs, have spectral features with

equivalent widths (EW) < 5 Angstroms. Flat spectrum radio quasars (FSRQs)

have spectral features with EW > 5 Angstroms. Understanding the underlying

physics describing these two classes of blazars and how they are related is part of

the effort towards blazar unification.

A defining characteristic of blazars is their observed flux variability. They have

been observed to undergo changes in brightness in almost all wavebands and with

a range of time scales and amplitudes. For example, in the gamma-ray band, BL

Lac has exhibited variability on the timescale of minutes while PKS 1424+240 has

exhibited longer term variability on the timescale of years (Archambault et al.,

2014), (Abeysekara et al., 2018). Currently, aperiodic variability is the norm in

observed blazar phenomena, though there has been possible periodic variability

observed in a few blazars (e.g. PG 1553+113 (Ackermann et al., 2015)).
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1.2 Observations of Gamma-ray Blazars

Blazars are detected in every wave band, from radio up to gamma rays. Ad-

vances in gamma ray astrophysics over the past few decades have shown that

blazars in fact dominate the extragalactic gamma-ray sources observed (Acero

et al., 2015). High-energy (HE; ∼100 MeV - 100 GeV) gamma rays are currently

observed by the Large Area Telescope (LAT) on board the Fermi Gamma Ray

Space Telescope. Fermi was launched in June, 2008 and continues to take observa-

tions. The LAT operates in sky-survey mode, observing the entire sky every three

hours. Except for a few pointed observations during its lifetime, the observing

is unbiased in its sky coverage. The data collected by the LAT are made public

a few hours after they have been taken, and they can be analyzed with publicly

released software called the Fermi Science Tools. Very-high-energy (VHE; >100

GeV) gamma rays are best observed by ground-based telescopes such as VERI-

TAS. See Chapter 2 for further details on VERITAS and the imaging atmospheric

Cherenkov telescope technique of observation. There are two additional major ob-

servatories which utilize this technique to observe gamma rays from the ground:

HESS in Namibia and MAGIC on La Palma. VHE data are generally not public,

and observations are pointed due to the smaller field of view compared to the

LAT. The overlap in energy coverage and different observing scenarios make LAT

and ground-based instruments complimentary for detecting sources and answer-

ing questions about the fundamental physics occurring in blazars and AGN of all

types.

As of May 1st, 2018, there are 210 VHE sources, 54 of which have been detected

by VERITAS1. The full VERITAS catalog is shown in galactic coordinates in Fig.

1.1. Of the full catalog of VHE sources, 70 are blazars and 33 of these blazars
1http://tevcat2.uchicago.edu/
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Figure 1.1: The VERITAS catalog as of May 1st, 2018 shown in galactic coordi-
nates. Image is generated via TeVCat (http://tevcat2.uchicago.edu/). All types
of source classes are shown and indicated by the color of each marker.

have been detected by VERITAS.

1.3 The Blazar Spectral Energy Distribution

A spectral energy distribution (SED) shows energy flux as a function of en-

ergy, and it illustrates which part of the spectrum carries most of the observed

energy. The blazar SED is characteristically double peaked. The lower energy

peak is known to be the result of synchrotron radiation from relativistic electrons;

however, the origin of the higher-energy peak is one of the major open questions

in blazar physics. The higher energy peak can extend up to TeV energies, and

it is unknown exactly how jets accelerate particles to these extreme energies. By

studying blazars where the rising edge of the gamma-ray peak occurs in the Fermi-

LAT energy regime and the falling edge occurs in the VERITAS energy regime,

we can model the entire high-energy emission. A few models that fully describe

the entire blazar SED have crystallized over the past several years. In leptonic

models, photons are upscattered via inverse-Compton scattering off the relativis-
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tic electrons which created the synchrotron radiation. However, the spatial origin

of the upscattered photons is still not well understood. In a synchrotron-self-

Compton (SSC) scenario, the photon field is the synchrotron radiation created by

the same relativistic electrons. In an external-Compton (EC) scenario, the photon

field originates outside the jet and could be from a variety of sources (e.g. the

broad line region, accretion disk, dusty torus, etc.). While processes in the jet

are generally accepted to be leptonic, hadronic models have not been completely

ruled out. In both scenarios, protons can be present in the jet. If the protons

are ultrarelativistic and exceed the threshold for photo-pion production, they will

initiate electromagnetic cascades which may dominate the high-energy emission.

In addition to understanding jet mechanisms, SEDs are also used as a blazar clas-

sification system. Specifically, blazars are classified based on the location of the

synchrotron (lower energy) peak. A low-synchrotron-peaked (LSP) blazar is one

where the synchrotron peak occurs at νpeak < 1014 Hz. Intermediate-synchrotron-

peaked (ISP) blazars have 1014 < νpeak < 1015, and high-synchrotron-peaked

(HSP) blazars have νpeak > 1015. Of all VHE-detected blazars, 48 are classified

as HSPs, 8 are ISPs and 2 are LSPs. ISPs and LSPs are the least numerous

class of detected VHE blazars, and this is currently believed to be a selection

effect. The lower energy peaks of these classes mean that the bulk of the high

energy emission falls lower in energy than the sensitivity of current ground-based

gamma-ray observatories. The five ISPs that VERITAS has detected are 3C 66A,

WComae, S3 1227+25, BLLacertae, and VERJ0521+211. Emission from HSPs

has often been successfully explained with pure SSC models, while LSPs often

require a substantial EC component. However, not all SEDs fit these trends and

there is much to be learned about how the classifications relate to the physics of

the environment.
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1.4 Blazar Physics

The generation and observation of electromagnetic radiation in the jets of

blazars utilize physics processes that we’ve come to understand over the past cen-

tury or so. The open questions about jet physics are more related to how different

pieces interplay than the discovery of new physics. However, the observation of

AGN can be used to search for violations of known physics such as Lorentz invari-

ance violation. Thermal processes for generating radiation are those associated

with a temperature of a system, and follow Planck’s law. Non-thermal processes

are all other types and are the most dominant type of radiation in the blazar jet.

The following few paragraphs introduce and outline some of the common physics

processes found in this dissertation and the study of blazars.

The emitting region moving down the jet is thought to contain a relativistic

population of particles and a tangled magnetic field. In a model when the particles

are electrons and positrons, it is considered a leptonic model. In models where

there are protons and other heavier particles, it is considered a hadronic model.

When a charged particle is accelerated, it radiates. In the case of a non-

relativistic particle being accelerated by a magnetic field, as is seen in every in-

troductory physics course, cyclotron radiation is produced. When the particle

is moving relativistically, synchrotron radiation is produced; the frequency spec-

trum for synchrotron radiation is more complex than that of cyclotron (Rybicki

and Lightman, 1979).

Compton scattering is the transfer of energy from photons to electrons. After

the scattering process, the photons have less energy than they did initially. Inverse

Compton scattering is easily inferred from its name: the electrons impart their

energy to the photons so that the photons have more energy than before the

scattering. In these systems, the electrons are moving relativistically and are
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therefore able to scatter photons in the optical range up to gamma-ray energies.

1.4.1 Synchrotron Self-Compton Scenario

One of the simplest models describing emission in the jet of the blazar is a

single-zone SSC model. In this model, the photon population resulting from the

synchrotron radiation is that which is upscattered in the inverse Compton process.

The single-zone refers to the single emitting region within the jet giving rise to all

observed radiation. This model is typically the initial scenario used to describe a

blazar SED due to its simplicity.

1.4.2 External Compton Scenario

In the external Compton (EC) scenario, the seed photons for the inverse-

Compton scattering process originate outside of the jet. These can come from a

dusty torus or the accretion disk outside the jet. Radiation is emitted from these

and travels directly into the jet, or is reflected off the broad line region (BLR)

and into the jet. For this scenario to work, the gamma-ray emitting region must

be close to the base of the jet or within the BLR.

1.5 The Extragalactic Background Light

The Universe is filled with cosmic radiation fields, one of which is the extra-

galactic background light (EBL). The EBL is the entirety of light emitted since

the Big Bang from AGN, stars and galaxies and its emission spans the ultraviolet,

optical and infrared bands. Today, the observed EBL consists of the light inte-

grated from every epoch in the Universe as it has been redshifted and diluted by

cosmic expansion (Gilmore et al., 2012). Since the EBL reflects the formation of
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galaxies and stars, understanding its evolution with time is a way to understand

how galaxies and stars themselves evolved throughout the history of the Universe.

Direct measurements of the EBL are difficult due to its faintness, and they only

capture its current state as opposed to its evolution over time. Lower limits on

the EBL flux density can be provided via galaxy catalogs.

While propagating through the Universe, VHE gamma rays encounter EBL

photons. Production of an electron-positron pair via scattering of two photons,

known as pair production, occurs when there is enough energy in the center-of-

mass frame of the photons. This can be written in Equation 1.1 as

√
2E1E2(1− cosθ) ≥ 2mec

2, (1.1)

where E1 and E2 are the energies of the two photons, θ is the angle of incidence

and me is the mass of the electron. If E1 and E2 are the energies of an EBL

photon and a gamma ray, we can define the minimum energy of the EBL photon,

Eth, that would interact via pair production with a gamma ray of Eγ in Equation

1.2 as

Eth = 2m2
ec

4

Eγ(1− cosθ) . (1.2)

The cross-section for this process is (Gilmore et al., 2012)

σ(E1, E2, θ) = 3σT
16 (1− β2)×

[
2β(β2 − 2) + (3− β4)ln

(
1 + β

1− β

)]
, (1.3)

where σT is the Thomson cross-section and β is defined as
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β =

√√√√1− 2m2
ec

4

E1E2(1− cosθ) . (1.4)

The cross section for three values of the angle of incidence, θ, is shown in Fig.

1.2. For an angle of incidence of θ = π/2, the maximal cross section occurs when

E1 = 1.044 (TeV/E2) eV. This means that photons from ∼50 GeV to above 10

TeV, HE and VHE gamma rays, pair produce with the EBL photons and are

effectively absorbed. Accounting for this absorption, the observed flux is simply

related to the emitted flux by

Fobserved = e−τ(z,Eγ)Femitted . (1.5)

The optical depth, τ , is calculated as:

τ(z0, Eγ) = 1
2

∫ z0

0
dz
dl

dz

∫ −1

−1
du(1−u)

∫ ∞
Emin

dEEBLn(EEBL, z)σ(Eγ(1+z), EEBL, θ))

(1.6)

where the integral is performed along the line of sight, z0 indicates the redshift of

the gamma-ray emitter, u =cos(θ), n(EEBL, z) is the density of EBL photons, dl
dz

is

the cosmological line element, and Emin = Eth(1 + z)−1. The EBL density, n, can

be semi-analytically modeled by combining observational inputs with theoretical

insights, and multiple efforts have been undertaken in previous years (e.g. Gilmore

et al. (2012)). In all models, the opacity increases with redshift and energy of the

emitted gamma ray. An example of this behavior can be seen in the opacity edges

plotted in Figure 1.2.

Absorption of gamma rays by the EBL has implications for observations of

VHE emitters such as blazars and gamma-ray bursts (GRBs). Due to the in-

creased absorption with redshift, it is difficult to detect VHE gamma rays from dis-
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tant sources. To date, the most distant source detected at VHE is the gravitationally-

lensed blazar S3 0218+357 at a redshift of only z= 0.944 ± 0.002 (Mirzoyan,

2014). It was detected by the ground-based gamma-ray observatory MAGIC in

2014. Though challenging to observe, high redshift emitters of VHE gamma rays

are interesting and exciting because they allow for the EBL models to be tested.

Observations that are impacted by high opacities of the EBL are the most useful,

and that requires observations at increased energies and high redshifts. In recent

years, observations of a few key blazars have pushed these limits and provided

insight into cosmic processes. Future VHE telescopes such as the Cherenkov Tele-

scope Array will build on these successes and attempt to better constrain the EBL

and understand cosmic evolution.

1.6 Detection of VHE Emission from PKS 1441+25

An excellent example of the importance of observing high redshift VHE blazars

despite the impact of EBL absorption is the detection of the FSRQ PKS1441+25.

This blazar, located at z=0.939, is the second highest redshift VHE emitter de-

tected to date. It was detected by both VERITAS and MAGIC in April of 2015

(Abeysekara et al., 2015; Ahnen et al., 2015). The VHE detection and full gamma-

ray spectrum allowed for the calculation of upper limits on the amount of EBL ab-

sorption present and its impact on VHE gamma rays originating from the source.

In April of 2015, the source went into an elevated flux state and both MAGIC

and VERITAS detected VHE emission from it (Mukherjee, 2015).

VHE gamma rays from this FSRQ were detected while it was exhibiting an

increase in flux and a hardening in its high-energy spectrum as seen by Fermi-

LAT. Observing high redshift sources during outbursts is one of the powerful

ways we can gather the statistics required to investigate science questions about
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Figure 1.2: Left: The cross-section for interactions between two photons creating
an electron-positron pair as a function of the product of their energies. Three
values of θ, the angle of incidence, are shown. Right: Figure from Gilmore et al.
(2012) showing the gamma-ray attenuation edges for various models of the EBL.
The curves show the redshift at which the pair production optical depth τ reaches
the indicated value for a particular observed gamma-ray energy. The groups of
curves from lower left to upper right are the contours for τ = 1, 3 and 10. There
are vertical lines to guide the eye at 50 and 100 GeV.
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Figure 1.3: From Abeysekara et al. (2015): “Near-ultraviolet to near-infrared
spectrum of the EBL. The upper limit from this work is shown in blue, in regions
corresponding to the peak and full-width-half-max of the cross section (1 < τ <
2).”

the EBL, and the Fermi-LAT is particularly useful for triggering ground-based

VHE observations. The LAT’s unbiased sky coverage combined with the public

availability of the data within hours of being taken allow for fast follow-up of

transient events. For sources of interest to studies of the EBL, the energy coverage

of the LAT is ideal. The range overlaps with that covered by VHE observatories,

but it extends lower in energy so the detectable flux is less likely to be impacted

by EBL absorption.

The construction of a VHE spectrum from such a high redshift source allowed

for a constraint on the amount of EBL absorption. The spectral index on the

deabsorbed VHE spectrum was limited based on extrapolating the lower-energy

Fermi-LAT data which are unaffected by the EBL. The 95% confidence upper
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limits from such an analysis are shown in Figure 1.3. They are consistent with

the lower limits provided by direct galaxy counts, and the normalization on the

EBL is consistent with the model of Gilmore et al. (2012).
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Chapter 2

Ground-based Gamma-ray

Astrophysics with VERITAS

When gamma rays or charged particles hit Earth’s atmosphere, they collide

with molecules and instigate a shower of particles. These showers consist of

charged particles moving faster than the speed of light in the atmosphere; they

therefore create Cherenkov radiation. The imaging atmospheric Cherenkov tele-

scope (IACT) technique relies on imaging this flash of radiation and allows gamma

rays above ∼50 GeV to be studied by ground-based instruments. Details of the

IACT implementation by the Very Energetic Radiation Imaging Telescope Array

System (VERITAS) follow.

2.1 Extensive Air Showers & Cherenkov Radia-

tion

An extensive air shower (EAS) is a cascade of radiation and charged particles

that propagates through the atmosphere. An EAS can be instigated by a variety of
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particles including photons, protons and nuclei. Cherenkov radiation is produced

when a charged particle travels faster than the phase velocity in a medium, and

particles in EAS can certainly meet this criterion. This creates a flash of light

lasting ∼ 5 ns and peaking in the ultraviolet at ∼350 nm (Bouvier et al., 2013).

For primary energies less than ∼20 TeV, the particle cascade dies out in the upper

atmosphere, but the Cherenkov light continues and creates a “light pool” on the

ground below. This light carries with it information about the energy and the

location in the sky of the shower-instigating particle which we can reconstruct in

our data analysis (Fegan, 1997).

2.2 The VERITAS Instrument

VERITAS is an array of four telescopes located at the base of Mount Hopkins

at the Fred Lawrence Whipple Observatory in southern Arizona. It uses the IACT

technique to stereoscopically observe VHE gamma rays and is one of three current-

generation major IACTs in operation. VERITAS has been fully operational since

2007, and has undergone two major upgrades. The array configuration for the

first two fully operational seasons of VERITAS (September 2007 - July 2009) is

called V4. In the summer of 2009, one of the telescopes (T1) was relocated to

increase the effective area of the telescopes. This new array configuration is called

V5. In the summer of 2012, the cameras were upgraded with higher-efficiency

photomultiplier tubes (PMTs), and this upgraded array configuration is called

V6.
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2.2.1 Telescope Structure & Mirrors

Each individual telescope consists of a metal positioner that accommodates

altitude-azimuth motion. Mounted on each positioner is the optical support struc-

ture (OSS). A telescope is shown in Figure 2.1. The OSS supports a 12m dish

of 345 hexagonal mirrors arranged in a segmented Davies-Cotton design (Roache

et al., 2008). Quadrapod arms mount the camera to the rest of the telescope

structure and house the cables bringing information down from the camera and

into electronics trailers on the ground below. Each telescope is also equipped with

a raised platform allowing for access to the camera by personnel.

2.2.2 Camera

Mounted at the focal plane of each telescope is a camera with a field of view

3.5◦ in diameter consisting of 499 PMTs. A PMT uses a photocathode that can

absorb photons then release electrons (photoelectrons). Applying a high voltage

(∼1000 V) directs these photoelectrons towards multiple stages of dynodes, each

of which multiplies the photoelectrons, and feeds them onto an anode. PMTs

work well as pixels in Cherenkov telescopes due to their fast time response and

their amplification of faint light signals. The quantum efficiency (QE) of a PMT is

defined as the probability of a photoelectron being released when the photocathode

is struck by a photon, and this property is dependent on both the material of the

photocathode and the wavelength of the original photon. The VERITAS cameras

were originally populated with Photonis XP 2970/2 PMTs which had a QE of

∼25% at 400 nm and a gain of 2× 105 (Cogan, 2006). In 2012, the pixels in all four

VERITAS cameras were replaced with Hamamatsu high quantum efficiency PMTs

with peak QE >32%. These new PMTs increased the photon detection efficiency

of each camera by 50%. One major upgrade in performance is the lowered energy

16



Figure 2.1: VERITAS Telescope 2 with a view of the mirrors, quadropod arms
and camera mounted at the focal plane.
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threshold of the entire array allowed by the higher QE PMTs. Further details of

the performance of the new PMTs can be found in (D. B. Kieda for the VERITAS

Collaboration, 2013). While PMTs are very sensitive to faint light, large amounts

of background illumination degrades their efficiency over time. They are therefore

operated only at night and under low light conditions (Archambault et al., 2017).

See Section 2.2.5 for further details on the operation of VERITAS. Mounted in

front of the PMTs is a plate of Winston cones, as seen in Fig. 2.2. The Winston

cones reduce light losses by directing light falling between the circular PMTs onto

the PMTs themselves. A preamplifier is used for each PMT to amplify its signal

at the camera before being sent ∼50 m down to the electronics trailers.

2.2.3 FADCs

Signals from each PMT are sent into two subsystems: the constant fraction

discriminator (CFD) and the flash analog-to-digital converter (FADC). Signal

cables from the PMTs going into the FADC crates are shown in Fig. 2.3. The

CFDs decide whether or not the signal from an individual PMT is significantly

bright; this is discussed further in Section 2.2.4. The FADCs sample the output

voltage from the PMT at 2 ns intervals and convert it to digital counts (Rebillot

et al., 2003). There is a gain switch that allows the conversion to happen in

the default high-gain state or to switch over to a low-gain state. In either state,

the range of counts is from 0 to 255. In the case of a large signal, the FADCs

switch to low-gain which allows counts up to the equivalent of 1500 high-gain

counts. This allows for a wide dynamic range; bright showers do not saturate

while maintaining good resolution for the dimmer showers. A buffer of 64 µs

stores the digitized signal; this allows the array to continue operating while it is

decided if the signal is to be read out.
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Figure 2.2: The front of one VERITAS camera with mounted Winston cones.
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Figure 2.3: Signal cables (black) from the PMTs plugged into the FADCs in one
of the VERITAS electronics trailers.
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2.2.4 Trigger System

Reading out data takes observing time away from the operation of the tele-

scope. This lost time is called deadtime, and the VERITAS array relies on a 3-level

trigger system to decide whether or not a signal is worth reading out. This greatly

reduces the dead time of the array. The first trigger level, L1, is related to the

strength of the signal in an individual PMT. The CFDs determine whether the

signal from an individual pixel crosses a programmable threshold that indicates

it is sufficiently bright. In standard operation, this threshold is 45 mV. The L1

trigger is still susceptible to variations in the night sky brightness (NSB) or a

bright star in a pixel.

The second trigger level, L2, decides whether or not an entire individual tele-

scope is triggered. Triggering of the L2 requires that three neighboring pixels

all pass the L1 trigger within a short time frame. In fact, the signals from the

FADCs first go into the L1.5 board. The L1.5 trigger divides the camera into three

overlapping regions and requires that the triggered PMTs all reside in the same

subsection of the camera before the nearest neighbor pattern is applied. Requir-

ing bright neighboring pixels cuts down on triggering due to small fluctuations

in the NSB or an individual pixel anomaly such as after pulsing. The L2 trigger

was upgraded in 2011 and currently uses fast FPGAs for the pattern recogni-

tion logic and a narrow time coincidence of ∼5 ns (B. Zitzer for the VERITAS

Collaboration, 2013).

The third and final trigger, L3, is an array-level trigger that requires multiple

telescopes see an event. The signals from each telescope are sent to the VER-

ITAS control building, and the L3 determines if more than one telescope was

triggered within a window of 50 ns. Time delays due to the different telescope

distances to the control building as well as an estimate of the propagation time of

21



the Cherenkov shower front are both taken into account during this coincidence

trigger. Muons, a large source of background, are often only seen in one telescope,

so the L3 trigger is useful in reducing that background. Once the L3 trigger has

been passed, the information is read out from all telescopes for offline analysis

(Weinstein, 2008). The L3 trigger rates in the most recent seasons of VERITAS

operation are ∼300-400 Hz and the entire trigger system allows for a deadtime less

than ∼15% during nominal operation. While the triggers are applied to the data

stream in series, the overall improvements from each are not independent. For

example, the presence of the L3 trigger allows the L1 trigger level to be lower to

pass dimmer signals and lower the energy threshold of the array. Implementation

of all three levels together is a powerful way to reduce the VERITAS backgrounds

and the deadtime of the instrument while improving other aspects of performance

and observing capabilities.

2.2.5 Calibrations & Observing

The VERITAS telescopes have been in operation each year since 2007 from

September through June. During July and August, the telescopes are shut down

as monsoons come through the area. Each night the telescopes are operated by

an on-site observing team. VERITAS has three common observing modes, and

they depend on the impact moonlight has on the PMT currents in the camera.

The first, dark time observing, occurs when the Moon is not above the horizon or

when it is not bright enough for the PMT currents to be above 10 µA. The second

mode is called “moonlight” observations, which occur when the current in the

PMTs is between 10 and 15 µA. During moonlight operation, the CFD threshold

is increased to 60 mV. This raises the threshold at which the L1 is triggered, so

there is less frequent triggering on the brighter NSB. This sacrifices sensitivity to
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the dimmest showers, so targets are selected for observing during this time which

are appropriate for the raised energy threshold of the telescopes. Since extended

exposure to light degrades PMTs, times when the Moon is even brighter require

different operation of the PMTs. This third observing mode is called reduced

high voltage (RHV) where the high voltage supplied to the PMTs is set to 81%

of the nominal HV values. During RHV observations the CFD thresholds are

lowered to 25 mV. Dark time typically occurs when the Moon illumination is

<35%, moonlight is used when a bright Moon is rising or setting and RHV is used

otherwise. There are no observations taken when the Moon is bright enough to

incur PMT currents above 10 µA while in RHV mode. Additionally, when the

Moon is above the horizon, targets are chosen such that they are approximately

90◦ from the Moon in the sky in order to minimize the amount of light seen by

the camera. The decision to switch between each mode is made by the observing

team based on that night’s sky conditions.

To monitor and calibrate the PMTs in the camera, VERITAS uses a flasher

system. The entire field of the camera is flashed with light to measure and monitor

the relative gains and timing offsets between pixels. For the first few years of

operation, the light was provided by a nitrogen laser producing pulses of ultra

violet light at a frequency of 10 Hz. This system was both time and financially

expensive, and it was upgraded to an LED-based system (Hanna et al., 2010). The

upgraded system consists of six blue LEDs that can be illuminated in different

numbers to control the amount of light on the camera, though newer iterations

have more than six LEDs. The maximum rate of flashing is controlled by the

data acquisition of the VERITAS electronics instead of the flasher itself, and

so a flasher run with very high statistics can be taken in only a few minutes.

Flasher runs are taken nightly, and separate flasher runs are taken during dark
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time and RHV observations. Each telescope in a science observation is assigned a

corresponding flasher run to be used for calibration in the off-line analysis. Several

other calibrations are taken at a lower cadence than the flasher runs to track the

performance of the VERITAS hardware. The timing of these calibrations is chosen

such that they occur as much as possible during poor weather, bright moonlight,

or other conditions that reduce impact on dark observing time.

2.3 VERITAS Data Analysis

There are currently two packages used for the analysis of VERITAS data:

EventDisplay and the VERITAS Gamma-ray Analysis Suite (VEGAS). The fol-

lowing sections detail the general analysis of IACT data and its implementation in

VEGAS. VEGAS analysis consists of 5 stages: 1, 2, 4, 5 and 6. Stage 3 no longer

exists for historical reasons. Each stage has a myriad of configuration options,

and development is always under way which allows for a fully customizable and

evolving software package. Unless explicitly stated, the standard VEGAS analy-

sis is what is described here; there are also multiple advanced analysis techniques

being developed and implemented by VERITAS collaboration members (see for

example S. Vincent for the VERITAS Collaboration (2015), J. Cardenzana for the

VERITAS Collaboration (2015), R. Wells for the VERITAS Collaboration (2017),

J. Christiansen for the VERITAS Collaboration (2017)). These techniques are not

discussed as they have not yet been fully tested nor are they ready to be applied

to the data presented here.
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2.3.1 Calibration

In the first stage of VEGAS, the raw data from the telescope is read into the

software in the form of VERITAS bank format (VBF) files. This step calculates

hardware specific calibration values for the run as well as collecting the pixel,

telescope and array information necessary for analysis. Connection to the database

is required, but all information is saved in the output files so that later stages of

analysis do not need access to the database.

2.3.2 Image Parameterization

The calibration information generated in stage 1 is applied to the data on an

event-by-event basis and the cleaned image from each telescope is individually

parameterized as a 2-dimensional ellipse using the Hillas parameters in stage 2

of VEGAS (Hillas, 1985). Figure 2.4 gives a representation of these parameters;

fortunately, Hillas parameterization has a low computational cost since it is a

moment analysis. The major axis of the ellipse is found, and the RMS spread

of the light parallel and perpendicular to this axis are defined as the length and

width, respectively, of the image. The image size is the total charge in all pixels

in the image, and the fracN is the fraction of image charge in the brightest N

pixels. FracN is useful for characterizing light concentration, and, interestingly,

the original Hillas parameters only use frac2. The distance, d, is the distance

between the ellipse centroid and the center of the camera. The azimuthal-width

is the image width along an axis that connects the image centroid to the center

of the camera. The miss is the perpendicular distance between the image axis

and the center of the camera. Though the original Hillas parameters include the

azimuthal-width and the miss, they are not currently used in VERITAS image

parameterization.
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Figure 2.4: Shower image parameters based on a moment analysis from Fegan
(1997). The image is approximated by an ellipse where the semi-major and semi-
minor axes reflect the length and width parameters and represent the “shape” of
the captured image. The alpha, miss and azimuthal-width (azwidth) parameters
relate to the “orientation” or “pointing” of the image. The distance parameter is
a measure of the image centroid from the center of the camera field of view.
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2.3.3 Shower Parameterization

A significant source of strength in the current generation of IACTs comes from

the ability to observe Cherenkov showers stereoscopically. This requires that in-

dividual images from multiple telescopes be combined in order to parameterize

the observed shower. In stage 4 of VEGAS, the shower direction, core location,

height of shower maximum and energy of the individual events are reconstructed

at the array level. Quality cuts are applied on each image prior to this reconstruc-

tion based on the size, number of pixels and the distance of an image. Images

that are faint, small or close to the edge of the camera are not used in shower

reconstruction. Sets of cuts have been optimized a priori, and are based on the

expected spectral shape of an observed source: soft, medium or hard. In version

2.5 of VEGAS, the standard analysis cuts require images to have at least 5 pixels

and a distance <1.43◦. The minimum size is dependent on the array configuration

and cut type, as shown in Table 2.1. In VEGAS, a shower with an image from

only one telescope is not used for shower reconstruction.

Table 2.1: Quality cuts used in stage 4. Each value is the minimum required
size for an image in digital counts (dc).

V4 V5 V6
Soft 200 200 400

Medium 400 400 700
Hard 1000 1000 1200

The shower direction, or the arrival direction of the primary particle, is deter-

mined by overlaying each image in the camera plane and calculating where the

axes overlap. The shower core location is defined as the position on the ground

where the shower axis hits. This is equivalent to the location where the shower-

instigating particle would have hit the ground. Determination of the shower core

location is done similarly to the shower direction by determining the intersection
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of the major axes of each image in the ground plane. Generally, for more than two

telescopes, the intersection of any two axes does not occur in exactly the same

location. Each image axis is weighted by its size, then the location is determined

by minimizing the perpendicular distance from each weighted image axis. After

the shower core location is determined, it is useful to calculate and define the im-

pact parameter as the distance between any given telescope and the core location.

The shower maximum is the height in the atmosphere where the most particles

and Cherenkov light in the cascade are produced and can be determined from the

impact parameters and a simple geometry calculation. Shower maximum is a use-

ful value for determining the type of instigating particle because cosmic rays tend

to penetrate further into the atmosphere before interacting and have a different

rate of shower development than gamma rays. See Section 2.3.4 for more details

on determining the type of primary particle. For vertically incident gamma rays,

this height is near an altitude of ∼10 km. The shower energy is the energy of the

primary particle and is determined using Monte-Carlo simulations of many EAS.

Simulations of showers are combined with simulations of the VERITAS optics and

electronics to determine the size of a gamma ray given its direction and known

energy. Using these simulations, “look up tables” are constructed which give the

energy of a gamma ray as a function of the impact distance, size, pointing coordi-

nates of the telescopes and NSB noise level. The standard deviation of the energy

is also determined using these tables and is used as a weight when determining

the energy of the shower as seen by multiple telescopes.

2.3.4 Gamma-Hadron Separation

As mentioned in Section 2.1, gamma rays are not the only particle that can

instigate EAS and produce Cherenkov radiation. In fact, hadronic cascades ini-
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tiated by non-gamma rays are the largest source of background for IACTs. The

feasibility and sensitivity of VERITAS and other IACTs depends on the efficient

rejection of the hadronic background and the retention of genuine gamma-ray

events (Fegan, 1997). Fortunately, showers instigated by different types of parti-

cles propagate differently through the atmosphere, and we can use their geometry

for separation. Fig. 2.5 shows stereotypical cosmic ray and gamma ray events

as seen by VERITAS. Stage 5 of VEGAS takes the reconstructed showers and

separates those instigated by gamma rays from those instigated by cosmic rays.

Two more shower-level parameters are calculated in stage 4 then used in separa-

tion: mean scaled length (MSL) and mean scaled width (MSW ) as defined in

Equations 2.1 and 2.2:

MSW = 1
Nimages

Nimages∑
i=1

widthi
widthsim(θi, ri, sizei)

, (2.1)

MSL = 1
Nimages

Nimages∑
i=1

lengthi
lengthsim(θi, ri, sizei)

. (2.2)

The lengthsim and widthsim correspond to the average lengths and widths for

the simulated set of gamma-ray images with zenith angle (θ), size and impact

distance (r). Therefore, MSL and MSW values close to 1.0 are most gamma-like.

“Gamma-hadron” separation is done using “box cuts,” where each parameter

used in classification has an upper and lower limit. A shower falling within the

limits for each parameter is considered to be a gamma-ray shower. These cuts are

optimized a priori using data taken on a known VHE source. Data are processed

up to the point of applying the size cut. The parameter space of shower max

height, MSL, MSW is then scanned, and the values which optimize the signal are

chosen. For the 2.5 version of VEGAS, the optimized cut values are shown in

Table 2.2.
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Figure 2.5: Two cleaned images as seen by VERITAS; the red lines show the
image parameterization produced by VEGAS. The left shows a stereotypical cos-
mic ray event and the right shows a stereotypical gamma ray event. Image credit:
Jon Dumm
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Table 2.2: Gamma-hadron separation cuts used in stage 5. Ranges indicate
retained (or “gamma-like”) parameter values.

Cut Type MSL MSW Shower Max
Soft 0.05 < MSL < 1.3 0.05 < MSW < 1.1 >7 km

Medium 0.05 < MSL < 1.3 0.05 < MSW < 1.1 >7 km
Hard 0.05 < MSL < 1.4 0.05 < MSW < 1.1 none

2.3.5 Background Estimation and Source Detection

After the gamma-ray events are isolated in stage 5 of VEGAS, stage 6 cal-

culates the statistics and other results necessary for science interpretation. The

first calculation is the background. Very generally, we define the ON region to be

the region of interest for science, and the OFF region to be a background region

used to calculate the background rate of events. For a point source, the ON region

encompasses the point of interest in the sky. VERITAS observes the ON and OFF

regions at the same time, in the same field of view. We define Nexcess in Equation

2.3 where NON and NOFF are the number of events falling in the ON and OFF

regions, respectively (Li and Ma, 1983):

Nexcess = NON − αNOFF . (2.3)

The parameter α is the ratio of exposure in the ON region to that in the OFF

region. Calculation of α is not trivial, and is discussed further in Section 2.3.8.

One factor in the calculation of α is the acceptance, or the relative sensitivity at

which the camera detects showers. The acceptance is primarily radially dependent

in the VERITAS cameras and decreases farther from the center. The statistical

significance of a source in the ON region is found using Equation 17 in Li and Ma

(1983). It is reproduced here in Equation 2.4:
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S =
√

2
(
NON ln

[1 + α

α

NON

NON +NOFF

]
+NOFF ln

[
(1 + α) NOFF

NON +NOFF

])1/2
.

(2.4)

In the analysis of point sources, there are two typical techniques for the selec-

tion of the ON and OFF regions: reflected region and ring background method

(RBM). All blazars detected to date are point sources at VHE, so only these tech-

niques are described and used in this thesis. Figure 2.6 shows a schematic with

the geometry of each method. In the reflected regions method, both the source

and background regions are located at the same radial distance (or offset) from

the center of the camera (generally 0.5◦) in order to have the same acceptance

for gamma rays in each region (Fomin et al., 1994). In the RBM, the background

region is in the shape of an annulus around the source. RBM is useful for making

sky maps since the background region can be an annulus around any position in

the field of view.

2.3.6 Spectral Reconstruction

Spectral reconstruction and determination of an observed flux measurement

are done in stage 6 of VEGAS using a binned approach. Flux calculations require

Nexcess, the live time and the effective area of the instrument all binned in energy.

The effective area is essentially a measure of the collecting area of the telescope

array. Anything that impacts the sensitivity to the detection of gamma rays by

VERITAS impacts the effective area: zenith angle, NSB noise level, season and

analysis cuts. Monte-Carlo simulations of air showers are used to calculate the

effective area as a function of these parameters by running the simulations through

the detector response and analysis software. The differential energy spectrum is
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Figure 2.6: Schematic of the reflected regions and ring background methods of
selecting the background region. Each large grey circle represents the field of view
of the VERITAS camera. The cross represents the center of the camera and the
purple star indicates the expected location of the source. The reflected regions
method (left) consists of ON and OFF regions at the same radial distance away
from the center of the VERITAS camera. The ring background method (right)
has the background region in the shape of an annulus around the source region.
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Figure 2.7: A simulated sky map assuming a count rate Poisson distributed with
a mean count per pixel of 1000. The bin size is chosen such that four bins make
up the area of approximately one PMT in the VERITAS camera. The left shows
the sky map with significance calculated using Equation 2.4. The distribution on
the right is the distribution of significances from the entire simulated field of view;
a Gaussian of width 1.0 and mean 0.0 is overlaid in red.
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given by

dN

dE
= d

dE

Nexcess(E)
A(E)T (2.5)

where A(E) is the effective area at a given energy, Nexcess(E) is the excess counts

at a given energy, and T is the live time of the observation. In VEGAS, this

is done on an event-by-event basis since each event can have different observing

conditions which require a different value for the effective area. The spectrum is

constructed up to the energy bin where the statistical significance is at least 2σ

and there are at least 5 excess counts.

2.3.7 Energy Threshold Determination

Determination of the energy threshold in IACT data can be done in a few

different ways. There are three methods built into VEGAS to calculate the safe

energy range which is used as the energy threshold of a spectral reconstruction:

• E_EnergyStandard: Energy threshold is the energy at the peak of the sen-

sitivity distribution.

• E_EnergyEAPrecision: Requires the uncertainty in effective area to be less

than some value.

• E_EnergyBias: Requires the energy bias to be less than some value. Typi-

cally this is values is 0.1.

The default method used in VEGAS is E_EnergyEAPrecision with a max-

imum allowed uncertainty of 0.2. For the analysis of 3C 66A data presented in

Chapter 4, we use a more conservative upper limit on the effective area uncertainty

of 0.1. While the effective areas are a function of the true energy because they
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originate from simulations, an analysis produces results dependent on the recon-

structed energy. The effective areas are modified, and take into consideration the

the energy bias and resolution of the instrument. These modified effective areas

are also dependent on the spectral shape of the source, and are created iteratively

in stage 6 of VEGAS.

2.3.8 Background Systematic Errors

In the absence of any signal and sufficiently large statistics, analysis of uncor-

related gamma-ray observations should produce a Gaussian distribution of signif-

icances with width unity and mean zero when using Equation 17 in Li & Ma and

in accordance with Wilks’s theorem. A simulated significance sky map assuming

a Poisson-distributed count rate with an expected mean counts per pixel of 1000

is shown in Figure 2.7. Each bin is approximately 25% of the area of a VERITAS

pixel. There is no signal in the simulation, and the significance distribution ac-

companying the sky map has a mean of 0.0 and an RMS of 1.1. However, with

deep VERITAS exposures, it has become important to understand the systematic

effects contributing to the calculation of the background. We see two such effects

which become prominent with longer and deeper exposures. One effect is that of

zenith-dependent acceptance (not only radially dependent acceptance). We have

utilized a correction to this acceptance that accounts for the change in zenith an-

gle across the camera. For a full description of this correction, see Zitzer (2015).

The second effect is discussed in Spengler (2015), which derives a modified signif-

icance equation that incorporates the systematic uncertainty on the acceptance.

See B. Zitzer for the VERITAS Collaboration (2017) for more details and how

these corrections impact VERITAS data analysis.
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Chapter 3

An MCMC Technique for Fitting

Blazar SEDs with the

Synchrotron Self-Compton Model

Fitting a blazar SED to even a simple emission model in a statistically robust

way is difficult and computationally expensive. The resulting SED is not an

independent or analytic function of the input parameters, and often there are more

input parameters than observables. However, in order to rigorously distinguish

between models, we need a way to statistically evaluate a fit and explore the

parameter space. Here, we implement a Markov Chain Monte Carlo (MCMC)

technique for fitting a blazar SED with a single-zone, purely leptonic, synchrotron

self-Compton (SSC) emission model. The following sections describe the SSC

model, the MCMC technique and its implementation in fitting blazar SEDs. It is

validated on the VHE blazar 1RXSJ101015.9-311909 then applied to 3C 66A in

Chapter 4.
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3.1 Synchrotron Self-Compton Model

In modeling this scenario, we assume a single emitting region moving rela-

tivistically down the jet of the blazar (Katarzyński et al., 2001). The region is

assumed to be spherical with a size given by R and uniformly filled with a tan-

gled magnetic field of strength B. The region is moving down the jet with a bulk

Lorentz factor of Γ. The emission we observe at Earth from this region has been

relativistically boosted, and the factor determining this Lorentz boost is called

the Doppler factor, δ. It is defined as

δ ≡ 1
Γ(1− βΓµobs)

(3.1)

where µobs ≡ cos θobs and βΓ is the normalized speed (v/c) of the region. The angle

of the jet with respect to our line of sight is θobs, and for blazars it is small. It is

important to note that there is degeneracy here between the speed of the emitting

region, our angle of observation of the jet and the resulting Doppler factor.

In the emitting region, we inject a population of relativistic electrons with an

energy spectrum described by a broken power law as shown in Figure 3.1. The

electron energies have Lorentz factors from γmin to γmax with the spectral break

occurring at γbreak. The lower energy portion of the distribution is characterized

by an index of α1 and the higher energy portion by α2. The normalization of the

broken power law spectrum is given by K and is defined as the particle density

(number per volume) at γ = 1.0. Though the normalization is given at a non-

relativistic Lorentz factor, the spectrum generally begins at γ > 1.0 due to the

relativistic nature of the electron population. The presence of relativistic electrons

begs the question of how they came to exist with the specified distribution in

the first place. An overview of acceleration mechanisms is outside the scope of

this discussion, though a generally accepted theory is through diffusive shock
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acceleration. This produces a single power-law energy spectrum. However, the

energy losses from synchrotron and inverse-Compton processes imply a break in

the stationary-state distribution (Inoue and Takahara, 1996). Another motivation

for the break is the fact that the size of the accelerating zone is finite; the process

decreases in efficiency as the energy increases and results as a steepening in the

spectrum. A broken power law reflects this steepening. All input parameters are

summarized in Table 3.1.

This population of electrons inhabiting a region filled with a tangled magnetic

field naturally creates synchrotron radiation which gives rise to the lower energy

peak in the typical blazar SED. The “self” in the SSC model name comes from

the creation of the higher energy peak in the blazar SED. The population of

photons created by the synchrotron radiation process are the same ones that are

upscattered to higher energies via inverse-Compton scattering; hence the “self”

upscattering. In other models, the photons that are upscattered originate outside

the jet. These models are called external Compton (EC) models, and often are

modeled as a SSC scenario with contribution from an EC component.

A few of the SSC parameters can be constrained in ways other than model-

ing the full, multiwavelength SED. The most straightforward constraint relies on

the observation of variability and causality arguments (Boettcher et al., 2012).

If the emitting region is transparent to the radiation that we see, variation of

this emitted radiation is diluted by the finite travel time through the region.

The travel time is given by ∆temitted ∼ R/c where R is the size of the region.

Since the region is moving relativistically, we observe a time contraction such that

∆tobserved = ∆temitted/δ. Therefore, the smallest variability that we may observe

from a relativistically moving source with size R is ∆tobserved,min ≥ δ−1R/c. Given

the smallest observed timescale of variability, some knowledge of the Doppler
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Figure 3.1: The injected electron energy distribution is described using a broken
power law. The electron density is given as a function of the Lorentz factor of
the electrons. Each portion is described by a power law with the higher energy
portion softer than that of the lower energy (α2 > α1).
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factor and the source redshift to account for expansion of the Universe, we can

constrain the size of the emitting region to be

R ≤ c∆tobserved,minδ
1 + z

. (3.2)

It is also possible to constrain the index of the electron energy distribution

if the X-ray observations lie on the falling edge of the synchrotron peak in the

SED (Rybicki and Lightman, 1979). The spectral index of the power spectrum

resulting from synchrotron radiation, s, given an electron population with a power-

law energy distribution with index p is given as

s = p− 1
2 . (3.3)

The photon index from X-ray observations, ΓX , is given by ΓX = s+1. The index

of the injected population of electrons is given by α2 in our notation which means

that α2 is related to ΓX as

α2 = 2ΓX − 1 . (3.4)

In the spirit of applying as few assumptions as possible to fitting the SED, we do

not fix either α2 based on the X-ray data nor constrain the size of the emitting

region based on variability arguments in the MCMC. However, it is useful to use

these constrains as a comparison to the results obtained from the MCMC.

The redshift of the blazar is the final parameter required to generate the SED,

but it is independent of the emission model itself. This is necessary in order to

account for cosmological redshifting and absorption of VHE photons by the EBL.

In the latter process, the model of (Franceschini et al., 2008) is used to obtain the

EBL opacities and deabsorb the SED appropriately. For this work, we choose a
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redshift to use based on any known information about the distance of the blazar.

3.2 MCMC & emcee Overview

Generation of a single SED using the SSC simulation takes roughly 1.5 sec-

onds. If we chose only 10 values for 9 free parameters in order to create a grid of

models to evaluate, generation of the models alone would take ∼50 years. Likeli-

hood maximization techniques similarly take a long time, with the amount of time

increasing as the number of parameters squared, and they can easily get stuck in

local extrema. These time intensive processes to fit an SED are not computation-

ally realistic. Additionally, we would like a way to evaluate the uncertainty on

each parameter which requires understanding the distribution from which it arises.

Bayesian inference has been used with increasing frequency in astrophysics, and it

allows for understanding of such posterior distributions. MCMCs are a random-

walk method which, over time, draws samples in such a way that it is repre-

sentative of the distribution. When they are used to sample from the posterior

probability distribution function (PDF), they can efficiently provide a sampled

approximation of this posterior. The technique creates a series of positions as it

steps through the parameter space called a “chain”; any step in the chain is only

dependent on the step before it.

The simplest and most common MCMC algorithm is that of Metropolis-

Hastings (M-H). In this iterative process, you have a position in the parameter

space, X, at a given step, t: X(t). A new position is proposed, Y , from the tran-

sition distribution Q(Y ;X(t)). The new position is accepted with the probability

min
1, p(Y |D)

p(X(t)|D)
Q(X(t);Y )
Q(Y ;X(t))

 (3.5)
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where D is the observations or data. Q(Y ;X(t)) is symmetric in Y and X and is

commonly a multivariate Gaussian centered at X(t). If the position is accepted,

the next step in the chain becomes the proposed position: X(t + 1) = Y . If it is

not accepted, the new position is set to the old position, X(t+ 1) = X(t), so it is

repeated in the chain. An important and useful metric to define is the acceptance

fraction which is the fraction of steps accepted out of the total proposed. A small

acceptance fraction means that the parameter space is neither being sampled

efficiently nor obtaining many independent samples. A large acceptance fraction

means that the chain is a pure random walk with no information about the target

density being sampled; the sample will not be representative of the posterior

distribution. The rule of thumb is that the acceptance fraction should be between

0.2 and 0.5. To reduce the sample’s dependence on the initial condition of a

chain, a “burn-in” period consisting of the first portion of the chain is identified

and removed when constructing PDFs.

For this work, we use a Python-implementation of an MCMC called emcee.1

In this method, an affine-invariant sampling technique is used (informally called

a “stretch-move” algorithm). The full details of the technique can be found in

Goodman and Weare (2010). Essentially, the method employs an ensemble of

walkers instead of a single walker and uses information from all walkers to step

through the parameter space. Specifically, we have an ensemble of K walkers,

S = {Xk}, where the proposal distribution of one walker, k, is calculated from

the positions of the other K-1 walkers in the ensemble. To update the position of

a walker, k, at position Xk(t), a random walker, Xj, is drawn from the remaining

walkers. The proposed position for Xk is

Y = Xj + Z[Xk(t)−Xj] (3.6)
1http://dfm.io/emcee/
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where Z is a random variable drawn from a distribution g(z). Details on properties

of g(z) can be found in Goodman and Weare (2010) and Foreman-Mackey et al.

(2013a), and it behaves as

g(z) ∝


1√
z
if 1

a
≤ z ≤ a

0 otherwise
(3.7)

where a is an adjustable scale parameter set to 2 by default. The ensemble of

walkers can be initialized in a variety of ways, though two are common. A very

general approach is to initialize the walkers uniformly over the range of each

parameter’s bounds. Alternatively, if any information is known about the most

likely set of parameters, the walkers can be initialize as a Gaussian ball around

that point in the parameter space. The former approach is more general, though

the latter is more efficient and less likely to get stuck in a local maximum.

3.3 Implementation in SED Modeling

In the MCMC, we fit nine parameters: R, B, δ, γmin, γbreak, γbreak, K, α1,

and α2. Both the redshift of the source and the value of θ are fixed. Due to the

degeneracy between the bulk Lorentz factor, Doppler factor and the angle with

the line of sight, only the Doppler factor is a free parameter in this fit. Since we

have that sin θemitted/δ = sin θobserved, and sin θemitted must be less than 1.0, we

have the constraint that

δ sin θobserved < 1 . (3.8)

Therefore we choose a theta value such that the Doppler factor can be as large as

100; θobserved is fixed to 0.57 degrees.
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The bounds of each parameter are shown in Table 3.1; several parameters are

sampled logarithmically allowing for a range of values to span several orders of

magnitude. For γbreak, the bounds are given by γmin and γmax, and a check is done

verifying that γmin < γmax. Additionally, there is the constraint that the second

index on the electron energy distribution must be softer than the first (α2 > α1).

The initial walker values are uniformly distributed over each parameter’s range

given in Table 3.1 except for γbreak which is initially uniformly distributed over

(2.0, 7.0).

Table 3.1: Synchrotron self-Compton parameter definitions and bounds imple-
mented in the MCMC code.

Model Parameter Variable Range
Size of emitting region [cm] log R (14.0, 19.0)
Magnetic field strength [G] log B (-4.0, 0.0)

Doppler factor δ (0, 100)
Low-energy cutoff log γmin (0.0, 5.0)

Break energy log γbreak (γmin, γmax)
High-energy cutoff log γmax (3.0, 8.0)

Particle density [cm−3] log K (0.0, 8.0)
First index α1 (1.0, 5.0)
Second index α2 (2.0, 5.0)

To quantify the quality of the fit, we use the χ2 statistic

χ2 =
N∑
i=1

(νFν(νi)−model(νi))2

σ(νi)2 (3.9)

where N is the number of data points, νFν is the measured energy flux at frequency

νi, σ(νi) is the uncertainty on the measured energy flux and model(νi) refers to

the modeled energy flux at νi. emcee requires the log probability of a model rather

than the χ2, so in the probability function we have implemented, we are using

ln p = −χ2/2 . (3.10)
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This means that the MCMC will work to maximize this probability which is

naturally equivalent to minimizing the χ2 value.

The SED model is generated numerically and creates a set of 99 data points

evenly spaced logarithmically from 5 × 107 to 1 × 1029 Hz. In order to generate

model(νi), the data points are interpolated in νFν using a 1-D interpolation from

SciPy.2 The best fit model is the one with the smallest χ2 value, χ2
min. The power

in the MCMC technique of fitting blazar SEDs is the ability to determine not only

the best fit model, but also a statistically defined confidence limit on the value of

each fit parameter. We consider all models which have χ2 < χ2
min+∆χ2 as within

1-sigma of the best value, where ∆χ2 is dependent on the number of parameters

being fit (Lampton et al., 1976). The value of ∆χ2 is calculated as

∆χ2 = χ2
p(α) (3.11)

where χ2
p is the formal chi-squared distribution with degrees of freedom p, evalu-

ated at a confidence, α (e.g. α = 0.32 for a “1σ” contour) (Lampton et al., 1976).

Several values of ∆χ2 are tabulated in Table 3.2.

Table 3.2: Values of ∆χ2 = χ2
p(α)

p = 1 2 3 . . . 7 8 9
1σ (α = 0.32) 1.00 2.28 3.51 . . . 8.14 9.27 10.39
2σ (α = 0.05) 4.00 5.99 7.81 . . . 14.07 15.51 16.92

3.4 Validation on 1RXS J101015.9-311909

To test the MCMC blazar SED fitting technique, we apply it to a blazar

that has already been successfully modeled with a single-zone leptonic SSC model
2https://www.scipy.org/
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by Cerruti et al. (2013): 1RXSJ101015.9-311909, detected at VHE by H.E.S.S.

(H.E.S.S. Collaboration et al., 2012). In the modeling of this source, the authors

present a numerical algorithm using a sparse grid of simulated SEDs in an at-

tempt to study the entire parameter space. Instead of using the SED data points

themselves, the authors define seven observables from the SED: the spectral slopes

and normalizations of the Fermi and the VHE data, the frequency and flux of the

synchrotron peak, and the X-ray spectral index. From each SED is extracted

the value of the observables, then each observable is parameterized as a function

of the SSC parameters. Finally, they are able to solve the system for a given

set of measured observables. They use this technique to find a good solution to

1RXSJ101015.9-311909 using an SSC model and quantify the parameter space to

determine uncertainties on the fitted values. We therefore consider their result-

ing best fit model a good way to compare and evaluate how this MCMC method

performs. In order to reduce the parameter space for the SED grid generation,

Cerruti et al. (2013) fix a few of the parameters. The distribution of electron en-

ergies is fixed by setting γmin = 100 and γmax = 5 ×106. Using the X-ray photon

index, α2 is fixed to 4.0; this reduces the number of observables to six. They con-

sider solutions that have only three values of α1 in order to reduce computational

time: 1.6, 1.8 and 2.0. These constraints reduce the system to six observables and

six free parameters. There is no flaring behavior observed, so they are not able

to use the timescale of variability as a constraint. The best fit parameters are

summarized in Table 3.3 and the best fit SED is reproduced in Figure 3.2. The

normalization on the electron density spectrum is defined differently than what

we have defined as K in section 3.1. They define and use a normalization of

K ′ = Kγ−α1
break . (3.12)
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We run our MCMC on the SED published in Cerruti et al. for 3000 steps using

300 walkers. This blazar has a known redshift of z=0.143 which we fix in our SSC

model, but we do not fix α2, γmin, γmax or α1. The status of all walkers at each

step in the chain is shown in Figs. 3.4, 3.5 and 3.6. A burn in of 200 steps is used

to ensure that the sampling is independent of the initialized parameter values.

The χ2 values sampled in the MCMC accepted steps range between 237.22 and

5.2×109, and truncated distributions are shown in Figure 3.3. The peak of the

distribution is at a χ2 value outside the 1σ interval, ∼ 260, resulting in 86 out of

the 91,452 accepted steps to fall within that interval. This behavior is presumably

due to the walkers spending many steps in a local maximum. When looking at

all attempted steps, the behavior is similar: 166 models fall within the 1σ range

and the peak of the χ2 distribution occurs at χ2 ∼ 260. The best fit parameters

resulting from the MCMC are listed in Table 3.3. Both K and K’ are listed for

these MCMC results, though an accurate computation of the 1σ bounds on K

from Cerruti et al. (2013) is not available. Plots of χ2 for each parameter value

and the distributions of each parameter are shown in Figs. A.1 - A.9.

Table 3.3: Best Fit SSC Parameters for 1RXSJ101015.9-311909.

Cerruti et al. (2013) This work
Parameter Best Value 1σ Range Best Value 1σ Range
R [cm] 1.3× 1016 (0.49-11.57) ×1016 8.03×1018 (5.96-8.73)×1018

B [G] 0.015 (0.51-4.09) ×10−2 1.05×10−4 (1.00-1.45)×10−4

δ 96.83 32.07-99.53 44.05 (41.12-51.79)
α1 2.0 fixed 2.75 (2.65-2.81)
α2 4.0 fixed 4.03 (3.59-4.21)

K’ [cm−3] 8.94×10−8 (0.01-7.30) ×10−7 2.28×10−15 (1.24-6.72)×10−15

K [cm−3] 252.07 unavailable 406.21 (70.30-910.83)
γmin 100 fixed 7.42×103 (5.98-7.72)×103

γbreak 5.31 ×104 (3.48-13.15) ×104 1.86×106 (1.29-2.14)×106

γmax 5 ×106 fixed 3.74×107 (0.75-7.63)×107

Reduced χ2 1.06 237.220/31 = 7.65
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Figure 3.2: From Cerruti et al. (2013): “SED of 1RXSJ101015.9-311900
(H.E.S.S. Collaboration et al. (2012); the H.E.S.S. spectrum is represented by the
green bow-tie and the blue points, the Fermi-LAT spectrum by the orange bow-tie
and the red empty circles; Swift-XRT data are shown by the pink crosses, Swift-
UVOT data by the red stars, ATOM data by the blue open boxes, and archival
data from the NED in grey). All the SSC models which describe the SED, as
found with our [Cerruti et al.] algorithm, are plotted in grey, while the solid black
curve represents the best-fit solution with reduced χ2=1.06. It is characterized by
an extreme value of δ=96.83, B=0.015 G, R=1.3×1016cm, α1=2.0,K=8.94×10−8

cm−3,and γbreak = 5.31×104.The three different families of solutions, which can be
distinguished in the range between 1011 and 1014 Hz, correspond to α1 =1.6, 1.8,
and 2.0. The infrared and visible data can be reproduced by taking into account
the host-galaxy contribution.”
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Figure 3.3: Histograms of the χ2 values in the accepted MCMC steps for
1RXSJ101015.9-311909. Left: Histogram truncated at χ2=1500. Right: His-
togram restricted to show the distribution near its peak and the minimum χ2

value.

The best fit SED for the MCMC SSC modeling of 1RXSJ101015.9-311909 is

shown in Figure 3.8. We use all SED points presented in H.E.S.S. Collaboration

et al. (2012) including the archival data. Also shown is the SED using the best-fit

values from Cerruti et al. (2013) which result in a χ2 value of 1856.29 from the same

observables–the SED data points–as those used in the MCMC method. There is

a significantly better fitted result using the MCMC technique which allows more

free parameters and fewer assumptions. Though the goal of this validation was

simply to prove that it can model a blazar SED using an SSC scenario and not

to reproduce the exact input parameters, it is interesting to compare our results

to those of Cerruti et al. (2013). There are several significant differences between

the two models including the value of α1, δ and K’. We did not assume any value

of α1 and found that the best value of α1 = 2.75 is larger than any of the values

tested by Cerruti et al. (2013). In fact, the entire 1σ range determined from
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Figure 3.4: Values of R, B and δ at each step of the MCMC chain for
1RXSJ101015.9-311909. Each line tracks the position of a different walker; 300
walkers are shown.
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Figure 3.5: Chain status for gammas. Values of γmin, γbreak and γmax at each
step of the MCMC chain for 1RXSJ101015.9-311909. Each line tracks the position
of a different walker; 300 walkers are shown.
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Figure 3.6: Values of α1, α2 and K at each step of the MCMC chain for
1RXSJ101015.9-311909. Each line tracks the position of a different walker; 300
walkers are shown.
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the MCMC method is larger than the largest value of 2.0 used in the previous

modeling. We do not see the stratification of models near ν ∼ 1011 - 1014 Hz as is

seen in the previous results reproduced in Figure 3.2; this behavior is due to the

different assumed α1 values. For comparison, if we remove all attempted MCMC

steps that have α1 > 2.0, the smallest χ2 in the set is 1500.18 and has α1 = 1.97;

these are closer in value to the best fit SED from Cerruti et al. (2013). The second

parameter, the Doppler factor, we found to be 44.05, which is much lower than the

extreme value of 96.83. The 1σ range determined by Cerruti et al. (2013) includes

this value determined by the MCMC, but the converse is not true. The MCMC

technique tightly constrains the Doppler factor 1σ range to 41.12 < δ < 51.79.

This is a narrower range than that in Cerruti et al. (2013) as well as the results

presented in Chapter 4 for the blazar 3C 66A. Perhaps this is due to the inclusion

of the radio observations in this SED fit, which are not included as an observable

in the fit from Cerruti et al. (2013) nor the 3C 66A work. The normalization of the

electron spectrum, K’, is also found to be significantly different between the two

modeling results. Cerruti et al. (2013) restrict K’ from 2× 10−9 to 2× 10−6 cm−3

while the MCMC results in K’ constrained to ∼ 10−15 cm−3. As seen in Figure

3.7, these normalizations and α1 values result in very different injected electron

spectra. However, the α2 values are in agreement and the different electron spectra

still produce SEDs that are very similar in several frequency bands.

Overall, this MCMC method for fitting a blazar SED to a single-zone, pure-

leptonic emission model is a promising technique. It does not require many as-

sumptions about the values of input parameters, and it provides the ability to put

statistical uncertainties on best fit values. In the application to 1RXSJ101015.9-

311909, we require fewer assumptions than the previous modeling results in Cer-

ruti et al. (2013) and are able to incorporate all data points in the SED, including
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Figure 3.7: The injected electron spectra used in modeling the SED of
1RXSJ101015.9-311909. For the MCMC results, the spectrum used in the best
fit is shown in black and all electron spectra used for SEDs falling within 1σ of
the best fit are shown in grey. The electron spectrum used in the best fit from
Cerruti et al. (2013) is shown as a dashed line.

the data points in the radio band which were previously not included. The use of

emcee, a freely available python package, makes this technique simple to imple-

ment given an SED generating code.
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Figure 3.8: The fitted SED for 1RXSJ101015.9-311909 along with the data
points from H.E.S.S. Collaboration et al. (2012) shown in purple. The best fit
from the MCMC method is shown in black and all SED falling within 1σ of the
best fit are shown in grey. The best fit SED from Cerruti et al. (2013) is shown
in a dashed line.
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Chapter 4

Long-term Observations of 3C

66A

4.1 Introduction

Thirty years ago, our view of the universe significantly changed with the dis-

covery of VHE gamma rays from the Crab Nebula (Weekes et al., 1989). We are

now in an era where multiple instruments are not only sensitive to many types of

VHE emitting objects, but they have also amassed large datasets over extended

timescales. The current generation of ground-based VHE telescopes has been on-

line for several years now, allowing us to make deep gamma-ray observations of

blazars, the most populous category of extragalactic VHE sources. One of these

blazars is 3C 66A, a blazar that is of BL Lac type. BL Lacs exhibit no or weak

spectral lines that would lead to a redshift measurement, and 3C66A is no ex-

ception. The redshift is constrained to 0.3347 ≤ z < 0.41, where the lower limit

is based on absorption by intervening Lyα and the upper limit is set statistically

based on the non-detection of more distant absorbing systems (Furniss et al.,
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2013). Recent results propose that 3C 66A is hosted by a galaxy belonging to a

cluster at z = 0.340 (Torres-Zafra et al., 2018). This distance is consistent with

the spectroscopically determined limits.

3C 66A was first detected above 100 GeV in 1998 at the Crimean Astrophysical

Observatory (Neshpor et al., 1998), and has since been detected with VERITAS

(Swordy, 2008) and MAGIC (Aleksić et al., 2011). The VHE spectra are well

described by a power law with a soft photon index, Γ. The VERITAS collaboration

reports an observed index of Γ = 4.1 ± 0.6stat ± 0.6sys during September and

October of 2008 (MJD 54734-54749) (Abdo et al., 2011). This time interval

encompasses significant night-to-night flux variability. The MAGIC collaboration

reports an observed spectral index of Γ = 3.64±0.38stat±0.25sys during December,

2009 and January, 2010 (Aleksić et al., 2011). This is consistent, within errors,

with the VERITAS measurement. The MAGIC collaboration also detected VHE

emission associated with 3C66B, a radio galaxy 6′ from 3C66A at z = 0.0215

(Aliu et al., 2009).

3C 66A is an intermediate synchrotron peaked (ISP) BL Lac object (Abdo

et al., 2010). These have the high energy bump of the spectral energy distribution

(SED) peaking below the sensitivity of ground-based gamma-ray instruments;

this makes it difficult to detect ISPs in the VHE band. ISPs are often only

detected during infrequent and unpredictable increases of flux associated with

flaring behavior. However, observing these sources in a lower, constant flux state

is critical to understanding the physical processes creating VHE emission. One

way to obtain a detection of this flux state is through deep, long-term observations

allowing the accumulation of statistics.

VHE photons traveling through the universe are absorbed by the EBL via pair

production. The VHE flux observed at Earth is smaller than the emitted flux by

58



a factor of e−τ , where τ(E, z) is the gamma-ray opacity (Nikishov, 1962). The

opacity increases with redshift, so the VHE flux from relatively distant sources,

such as 3C 66A, is significantly attenuated. The benefit of significant absorption is

that we can probe high opacities of the EBL and examine the deabsorbed spectrum

for unexpected signatures, such as spectral hardening or anomalous features.

One major open question in astrophysics is the source of ultra-high-energy cos-

mic rays (UHECRs), and active galactic nuclei (AGN) are excellent candidates.

If AGN are indeed a source, cosmic rays could interact with cosmic microwave

background (CMB) and EBL photons to create secondary gamma rays observ-

able by Cherenkov telescopes (e.g. Essey and Kusenko (2010)). These secondary

gamma rays would contribute to the VHE spectrum of blazars as a hard, slowly

varying component. The relative contribution would be greater for more distant

sources and could be ruled out by rapid variability at high opacities of the EBL.

This chapter reports on the results and discussion of deep, long-term observations

of 3C 66A going back to September of 2007.

4.2 VERITAS Observations

Between 18 September 2007 and 5 December 2016 (MJD 54361-57727), VERI-

TAS collected 131 hours of observations on 3C66A. After accounting for deadtime,

bad weather and data quality cuts, the total live time is 87 hours. These data span

three different array configurations, separated by two major instrument upgrades.

In the summer of 2009 one of the telescopes was relocated to provide better sen-

sitivity, and during the summer of 2012 the photomultiplier tubes (PMTs) in the

cameras were replaced by PMTs with higher quantum efficiency. Each upgrade in-

dependently improved the sensitivity of VERITAS, and the observations of 3C 66A

benefit from these improvements. We analyzed the data on 3C66A using the stan-
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dard VERITAS analysis package as described in Cogan (2008) and Daniel (2008).

We used two separate sets of cuts: soft and medium. The main difference between

the cuts is the minimum size (corresponding to how much charge is contained in

the image) and the θ2 cut (corresponding to the angular separation, θ). In this

VERITAS analysis, soft cuts are used for E<200 GeV and medium cuts are used

for E>200 GeV in spectral reconstruction.

Li and Ma (1983) defines and derives a few key statistics based on gamma-ray

observations which we utilize here. Nexcess is the excess number of counts in a

given region of the sky, defined as Nexcess = Non − αNoff . Non is the number of

counts in the “on” or source region of the sky, Noff is the number of counts in

the “off” or background region, and α indicates the ratio of exposure between the

on and off regions. The statistical significance of the gamma-ray excess in the on

region is given by Equation 17 of Li and Ma (1983). Utilizing a reflected region

(Fomin et al., 1994) analysis of the 87 hours of data, we detect a source with a

statistical significance of 24.4σ using soft cuts and 15.7σ using medium cuts.

4.2.1 Background Systematics

Analysis of gamma-ray observations without any signal should produce a Gaus-

sian distribution of significances in a sky map with width unity and mean zero

when using Equation 17 in Li and Ma (1983) and in accordance with Wilks’s

theorem. Analysis of the 87 hour VERITAS exposure on 3C66A produced a

background significance distribution with an RMS of 1.51 using soft cuts. With

deeper exposures, it has become more pertinent to understand the systematic

effects within the VERITAS analysis which contribute to the calculation of the

background.

We see two such effects in this dataset which become prominent with longer
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and deeper exposures. One effect is that of zenith-dependent acceptance of the

camera. Standard VERITAS analysis uses only a radially dependent acceptance,

so we have utilized a correction to this acceptance that accounts for the change in

zenith angle across the camera. For a full description of this correction, see Zitzer

(2015). Applying this correction brings the RMS of the background significance

distribution to 1.37. The second effect is discussed in Spengler (2015), which

derives a modified significance equation that incorporates the systematic uncer-

tainty on the acceptance. Applying this modified Li & Ma equation brings the

RMS to 1.34. Applying both corrections brings the RMS to 1.22. Using medium

cuts, the uncorrected background significance distribution has an RMS of 1.08.

Applying the Modified Li & Ma algorithm brings this to 1.02, applying the zenith

correction brings it to 1.06 and applying both brings it to 1.00. Any VERITAS

results based on the sky map in this chapter have both corrections applied. See

B. Zitzer for the VERITAS Collaboration (2017) for more details and how these

corrections impact VERITAS data analysis.

4.2.2 VERITAS Light Curve & Treatment of Flux Vari-

ability

The full VERITAS light curve binned by season is shown in Fig. 4.5. The

benefit of using long-term time-averaged data is the large number of statistics

available with which to construct an SED. However, since blazars exhibit variable

flux, time averaged spectra can produce unphysical features in the SED. To sep-

arate different flux states, we first construct the daily VERITAS light curve and

a distribution of these fluxes, seen in Fig. 4.4. Based on the flux distribution,

we define a high flux state as days with flux > 0.3 × 10−6 m−2 s−1 and with a

statistical significance > 3.0σ. This produces a set of three consecutive days from
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8 October 2008 to 10 October 2008 (MJD 54747-54749) which we define as the

VHE high flux state. The high statistical significance of the VHE emission com-

bined with the consecutive nature of the days makes this a more physical choice

rather than a purely statistical one. These dates are consistent with the VHE

flare previously published by Abdo et al. (2011).

A simple histogram of flux is ideal for picking out outlying time bins of flux,

but with low photon statistics in many bins, it is difficult to determine if there is

variability in the quiescent bins of flux. Additionally, a single histogram ignores

the time ordering of the bins and uncertainties on the flux measurements. We

adopt the treatment of variability and definitions of flux states based on a Bayesian

Block analysis of the Fermi-LAT data as detailed in Section 4.3. The data are

sub-divided into six blocks which we use in the rest of this analysis. The time

periods of each block are contained in Table 4.2; the VHE flare is contained within

block 2. While there are observations in blocks 1, 2, 3, 5 and 6, there are enough

statistics in only blocks 1, 2, 5 and 6 to conduct the relevant science analyses. In

block 3, we obtain a 4.4σ detection of 3C 66A using soft cuts, and there are not

enough consecutive energy bins to construct a spectrum. Block 4 consists of a

week-long outburst in May of 2009. At this time, 3C 66A was not visible at night

from the northern hemisphere, so there are no VERITAS observations during this

time.

4.2.3 Location of the Gamma-Ray Excess

In recent years, VHE emission from both 3C66A and 3C66B have been re-

ported. 3C 66B is a radio galaxy, a known type of VHE-emitter (e.g. M87,

Aharonian et al. (2003) and 3C264, Mukherjee (2018)). In order to determine

the location of the VHE emission in this data set, we fit the map of background-
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subtracted events to a single 2D Gaussian. The results are shown in Table 4.1,

and all locations are consistent with the radio coordinates (J2000: 35.665, 43.036)

of 3C 66A within statistical uncertainties. Figure 4.3 shows the VERITAS sky

maps from these observations with the fitted excess locations marked. For this

work, we assume that the emission comes from only 3C 66A.

Table 4.1: Locations of VHE emission determined by fitting a 2D Gaussian
function to the excess maps seen by VERITAS. The statistical uncertainties for
each fit are shown; there is an additional 0.01◦ systematic uncertainty on each
value.

Cuts data set RA (J2000) Dec (J2000)
Soft Block 1 35.65◦ ± 0.01◦ 43.03◦ ± 0.01◦
Soft Block 2 35.67◦ ± 0.01◦ 43.03◦ ± 0.01◦
Soft VHE flare state 35.67◦ ± 0.01◦ 43.03◦ ± 0.01◦
Soft Block 5 35.65◦ ± 0.06◦ 43.06◦ ± 0.03◦
Soft Block 6 35.67◦ ± 0.01◦ 43.03◦ ± 0.01◦

Medium Block 1 35.65◦ ± 0.01◦ 43.05◦ ± 0.01◦
Medium Block 2 35.66◦ ± 0.01◦ 43.03◦ ± 0.01◦
Medium VHE flare state 35.65◦ ± 0.01◦ 43.02◦ ± 0.01◦
Medium Block 5 35.62◦ ± 0.03◦ 43.05◦ ± 0.03◦
Medium Block 6 35.68◦ ± 0.02◦ 43.03◦ ± 0.02◦

4.2.4 Spectral Reconstruction

Each observed VHE spectrum is fit with both a power law (PWL)

dN/dE = N(E/Eo)−Γ (4.1)

and a log parabola (LGP)

dN/dE = N(E/Eo)−Γ+βlog(E/Eo). (4.2)

We find that each observed spectrum is well fit by a power law; there is no statis-

tically significant curvature in any of the spectra. The spectral fit parameters are
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provided in Table 4.2 and the observed spectral energy distributions are shown in

Figure 4.2. These fit results are, at first glance, in contrast with the VERITAS

spectrum shown at the 2015 International Cosmic Ray Conference (ICRC) where

the presented VHE low state 3C 66A spectrum was best fit by a log parabola (J.

Vievering for the VERITAS Collaboration, 2015). The results shown at the ICRC

were analyzed as a part of this project, and are a subset of what is shown here.

The SED is shown in Figure 4.1, and this analysis result underscores the effect of

time averaging on constructing blazar spectra. That low flux dataset consists of 61

hours of livetime spanning September 2007 to January 2015 except for the three-

day VHE flare on MJD 54747-54749. The spectrum is modeled as both a PWL

and a LGP with a 4.1σ preference for the LGP shape. The time frame is roughly

consistent with the analyses done here in blocks 1, 5 and 6. As seen in Table

4.2 and Figure 4.2, the SED constructed in block 1 has a higher energy threshold

and normalization than blocks 5 and 6. With no spectral information lower than

150 GeV in the higher flux state of block 1 and the lower energy threshold for

the lower flux states (135 GeV and 119 GeV for blocks 5 and 6, respectively), an

averaged spectrum produces a turn over at low energies leading to the observed

spectral curvature shown in J. Vievering for the VERITAS Collaboration (2015).

To account for absorption of VHE photons by the EBL, we correct (or, “de-

absorb”) the observed spectra using the model of Gilmore et al. (2012). Since

there are only lower and upper spectroscopic limits on the redshift of 3C 66A, we

use the EBL opacity values at these two limits. Note that the redshift of z=0.34

from Torres-Zafra et al. (2018) is very close to the spectroscopic lower limit. The

deabsorbed VHE spectra are shown in Figure 4.2. Each deabsorbed spectrum is

well fit with a power law.
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Figure 4.1: Low-flux-state VHE spectrum of 3C 66A from J. Vievering for
the VERITAS Collaboration (2015) shown in the E2dN/dE representation (TeV
m−2s−1). 3C 66A is detected in a low-flux state at 12σ with 61 hours of observa-
tions. A log-parabolic function is used to model the data.

65



Figure 4.2: VHE spectral energy distribution of 3C 66A during the indicated
blocks. The black points are the observed data. The green and blue colors are
deabsorbed using the Gilmore 2012 EBL model to z=0.3347 and z=0.41, respec-
tively. The lines indicate the best power-law fit to the data; fit parameters are
listed in Table 4.2.
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Figure 4.3: Significance maps generated using medium cuts. In each map, the
position of the 2D Gaussian fit to the excess is shown by a gray cross. Exact
values for the positions are listed in Table 4.1. The position of 3C 66A is shown
by a black star, and the position of 3C 66B is shown with a red star. Top left:
Block 1, MJD 54684 - 54742 Top right: Block 2, MJD 54741 - 54749 Bottom left:
Block 5, MJD 54969 - 55774 Bottom right: Block 6, MJD 55775 - 57727
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Figure 4.4: Distributions of daily integral flux (E > 200 GeV) as seen by VER-
ITAS.
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Table 4.2: Results of the power law fits to each VHE spectrum with E0=190
GeV.

N Γ
(×10−10 TeV−1 cm−2 s−1)

Block 1, MJD 54684-54742
Observed 2.85 ± 0.26 4.40 ±0.32

Deabsorbed, z=0.3347 5.34 ± 0.48 3.05 ± 0.34
Deabsorbed, z=0.41 6.67 ± 0.60 2.63 ± 0.35

High VHE Flux State, MJD 54747-54749
Observed 6.38 ± 0.42 4.54 ± 0.20

Deabsorbed, z=0.3347 12.11 ± 0.79 3.09 ± 0.23
Deabsorbed, z=0.41 15.16 ± 0.99 2.67 ± 0.24

Block 2, MJD 54742-54749
Observed 4.32 ± 0.28 4.40 ± 0.21

Deabsorbed, z=0.3347 8.14 ± 0.53 2.98 ± 0.23
Deabsorbed, z=0.41 10.18 ± 0.66 2.55 ± 0.23

Block 5, MJD 54969-55774
Observed 1.03 ± 0.19 3.86 ± 0.83

Deabsorbed, z=0.3347 1.89 ± 3.45 2.73 ± 0.90
Deabsorbed, z=0.41 2.36 ± 4.31 2.36 ± 0.93

Block 6, MJD 55774-57727
Observed 0.507 ± 0.066 4.01 ± 0.45

Deabsorbed, z=0.3347 0.93 ± 0.12 3.11 ± 0.48
Deabsorbed, z=0.41 1.16 ± 0.16 2.81 ± 0.49

4.3 Fermi Large Area Telescope Observations

The Large Area Telescope (LAT) is the primary instrument on board the

Fermi Gamma Ray Space Telescope. The LAT is a pair conversion telescope which

surveys the entire sky every three hours (Atwood et al., 2009). This continual,

unbiased observing makes it an excellent instrument for long-term observations

of blazars. We use Pass-8 data from August 2008 to December 2016 centered on

3C66A.

Analysis of these observations is done using the binned maximum likelihood

method implemented in version v10r0p5 of the public science tools, available from

the Fermi Science Support Center. Only photons of event class 128 and event type
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3 within a 10◦ radius of 3C 66A and detected with a zenith angle< 90◦ are included

in the analysis. The model input to the likelihood analysis is constructed using the

user contributed tools1 and the 3FGL catalog (Acero et al., 2015). Sources with

TS < 2.0 were removed and remaining sources greater than 8◦ from 3C66A were

included with parameters frozen to their 3FGL values. Among the sourcers within

the region of interest is a pulsar 0.95◦ away from 3C66A, 3FGLJ0218.1+4232.

This pulsar does not exhibit variability on the time scales under investigation, so

we froze its parameters to their 3FGL values. We fit both a PWL and a LGP

to the 3C 66A spectral data for every Fermi-LAT analysis performed. To assess

the significance of the LGP over the PWL, we use TScurve which is first defined

in Nolan et al. (2012) as TScurve = 2(logLLGP − logLPWL). We choose the LGP

spectral shape if TScurve > 9.0, and the PWL shape otherwise. Results from the

LAT analyses are provided in Table 4.3.

4.3.1 Fermi - LAT Light Curves and Treatment of Flux

Variability

To create Fermi-LAT light curves, the model was altered such that the spectral

shapes of all sources except 3C 66A were fixed to their 3FGL values. Normaliza-

tions were left to vary in the likelihood fit for all sources except the nearby pulsar,

3FGLJ0218.1+4232, which had all its parameters frozen to their 3FGL values.

We construct light curves of 3C 66A using 28-day, 7-day and one-day bins. The

long-term light curve is shown in Fig. 4.5. Due to the variable nature of blazars,

creating time-averaged spectra can result in the presence of unphysical or false

features. It is thus pertinent to treat variability carefully and to construct spectra

in separate flux states.
1http://fermi.gsfc.nasa.gov/ssc/data/analysis/user/make3FGLxml.py
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To date, the Fermi collaboration has published three catalogs focusing on

the highest energies detectable by the LAT, the 1FHL catalog (Ackermann et al.,

2013), 2FHL catalog (Ackermann et al., 2016) and 3FHL catalog (The Fermi-LAT

Collaboration, 2017). Each catalog does a Bayesian Blocks analysis to characterize

the flux variability of each source. The result is a set of blocks, where one block

defines a period of time during which the flux is consistent with being constant.

See Ackermann et al. (2013) for further details of this analysis. Results from the

1FHL catalog (using photons with 10-500 GeV) show five distinct blocks between

August, 2008 and August, 2011 for 3C 66A. Results from the 2FHL catalog (using

photons with 50 GeV-2 TeV) show three distinct blocks between August, 2008 and

August, 2015 for 3C 66A. Results from the 3FHL catalog (10 GeV-2 TeV) show

four blocks between August, 2008 and August, 2015 for 3C 66A. All three analyses

show a flare in May of 2009, but neither Swift nor VERITAS have observations

during that time because 3C 66A was too close to the Sun. Only the 1FHL

analysis results in a block with the flare in October of 2008; however, this remains

a distinct feature of the long term light curve and consistent with the high energy

flare presented in Abdo et al. (2011). A multiwavelength light curve during the

2008 October flare is shown in Fig. 4.6. 3C 66A has been in a quiescent state

since May of 2009. The resulting blocks in the 3FHL have an edge near the end of

the 1FHL time range (MJD ∼ 55600) indicating an even lower flux and a distinct

quiescent state beginning at that time.

Note that though the Bayesian Blocks analysis works well for datasets with

low statistics, it only works well when the photon coordinates are well localized

(Ackermann et al., 2013). The localization is best at the highest energies detected

by the LAT, so an analysis using the full energy range would not be possible or

directly comparable to the FHL results. We therefore use the block edges from
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the 1FHL analysis to guide our data selection for constructing the spectra in dif-

ferent flux states. The results from the spectral reconstruction in the five blocks

produced in the 1FHL analysis and the specific dates used for each block are

shown in Table 4.3. The available VERITAS observations go through 2016 De-

cember, however, none of the FHL catalog Bayesian Block analyses include data

that recent. A sixth block is therefore created spanning from the end of the 1FHL

dataset until December of 2016. The observed gamma-ray peaks in each of the

six blocks are shown in Figure 4.7.

Table 4.3: LAT spectral analysis results broken down into each block time period
with E0 = 914.5 MeV. The spectral variables are defined in equations 4.1 and 4.2.

Block MJD Shape TScurve N (×10−11) Γ β (×10−2)
cm−2s−1MeV−1

1 54684 - 54741 PWL 2.33 2.62 ± 0.15 1.87 ± 0.04 n/a
2 54742 - 54749 PWL <0 7.26 ± 0.57 1.89 ± 0.06 n/a
3 54749 - 54961 PWL 4.49 2.34 ± 0.08 1.89 ± 0.02 n/a
4 54961 - 54969 PWL <0 13.62 ± 0.78 1.74 ± 0.04 n/a
5 54969 - 55774 LGP 17.8 2.51 ± 0.02 1.85 ± 0.01 6.60 ± 0.36
6 55774 - 57752 LGP 84.5 1.31 ± 0.03 1.86 ± 0.02 4.31 ± 0.74

4.4 Swift Observations

The X-Ray Telescope (XRT) is a focusing X-ray telescope on board the Swift

satellite, and it is sensitive to photons in the energy range 0.2-10 keV (Gehrels

et al., 2004). We utilize all observations in photon counting (PC) mode taken since

the beginning of VERITAS observations in 2007. This amounts to 69 observations

taken between 2 October 2008 and 5 December 2016. The data were analyzed

with the tools provided in HEASoft v6.16, and the spectral analysis was done

with v12.8.2 of XSPEC. The majority of the XRT observations have been taken
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Figure 4.5: Long-term multiwavelength light curves of 3C 66A from Septem-
ber 2007 to December 2016. Dashed vertical lines indicate edges from the 1FHL
Bayesian Block analysis. Seasonal flux is shown for both Swift-XRT and VERI-
TAS, and the edges of the time bins indicate the first and last observations in each
bin. Integral gamma-ray flux and the fitted photon indices seen by Fermi-LAT
are shown in 28-day bins.
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Figure 4.6: Multiwavelength light curves of 3C 66A covering the October 2008
high flux state (MJD 54700 - 54810 shown). Dashed vertical lines indicate the
start and end of block 2 from the 1FHL Bayesian Block Analysis. All VERITAS
and Swift-XRT data taken during blocks 1 and 3 are shown in this light curve.

contemporaneously with VERITAS, so the long term light curve shown in Fig. 4.5

is binned based on VERITAS observing seasons. The flux shows little variability

in this band except for an elevated state in October, 2008 (MJD ∼54750). The

daily light curve during this flare is shown in Fig.4.6. Figures 4.8, 4.9, 4.10 and

4.11 show the XRT spectra within the respective time blocks.

The Ultraviolet/Optical Telescope (UVOT) is a telescope on board the Swift

satellite which utilizes broadband color filters and grisms to detect photons in the

170-600 nm band (Roming et al., 2005). Since the telescope is co-aligned with

XRT, observations are simultaneously taken by both instruments. To analyze

the data, the UVOT-specific tools included in the HEASoft 6.17 package were

used. Aperture photometry with uvotsource was done using circular regions for

the source and background with radii of 5” and 20”, respectively. All images were

inspected by eye and observations with issues or contamination were excluded.
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Figure 4.7: Observed gamma-ray peaks with spectral points from the 3FGL
catalog for comparison (data from the 3FGL catalog is time averaged over four
years). The butterflies shown outline the 1σ fit contours from Table 4.3
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Figure 4.8: Block 1 MWL SED with the best fit SSC model shown as a black
line. The grey region indicates the 1σ range of models using the parameter values
detailed in Table 4.5.

Multiple images falling within the time ranges specified in each analysis were

summed prior to extracting fluxes. An E(B-V) value of 0.085 is used in the extinc-

tion correction, obtained from Galactic dust maps from Schlafly and Finkbeiner

(2011). The central wavelengths of the UVOT bands are taken from Poole et al.

(2008). Extinction coefficients are derived for individual UVOT bands using the

Fitzpatrick (1999) law with the York Extinction Solver.2 The reconstructed spec-

tra are shown in Figures 4.8, 4.9, 4.10 and 4.11.
2http://www.cadc-ccda.hia-iha.nrc-cnrc.gc.ca/community/YorkExtinctionSolver/coefficients.cgi
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Figure 4.9: Block 2 MWL SED with the best fit SSC model shown as a black
line. The grey region indicates the 1σ range of models using the parameter values
detailed in Table 4.5.
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Figure 4.10: Block 5 MWL SED with the best fit SSC model shown as a black
line. The grey region indicates the 1σ range of models using the parameter values
detailed in Table 4.5.
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Figure 4.11: Block 6 MWL SED with the best fit SSC model shown as a black
line. The grey region indicates the 1σ range of models using the parameter values
detailed in Table 4.5.
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4.5 Ground-Based Optical Observations

Observations of 3C 66A were taken using the 48” (1.2 m) telescope at FLWO

on Mt. Hopkins beginning in October of 2012. The light curve is shown in Fig.

4.5. Four filters were used, r, i, Harris B (HB) and Harris V (HV), with central

wavelengths of 0.623, 0.764, 0.440 and 0.550 µm, respectively. In an effort to

remove abnormal observations (due to e.g. poor observing conditions), check

stars are used at the FLWO in the blazar observation program. Data are removed

solely based on check star magnitude and error. If a check star magnitude or its

error is more than 3σ from the mean of the dataset, the data taken coincident

with that observation are removed. This process is iterated twice to achieve the

final, accepted dataset.

Data taken at the Tuorla Observatory in the Cousins R-band are shown in Figs.

4.5 and 4.6. The values are corrected for Galactic absorption and host galaxy flux.

No data are available during the May 2009 outburst seen by Fermi-LAT.

4.6 SED Modeling

The previously modeled SED published in a VERITAS collaboration paper

showed that both a pure SSC model and an SSC+EC model using an external

near-infrared radiation for the source of Compton scattering fit the observations

Abdo et al. (2011). These models assumed an injected electron spectrum described

by a single power law with index, α. However, the pure SSC model required a

large emitting region which was inconsistent with the variability timescale of ∼4

hours observed in the optical band on MJD 54747. The SSC+EC scenario was

able to reproduce the SED and was consistent with observed variability. Table

4.4 summarizes the modeling results from Abdo et al. (2011) for comparison.
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Table 4.4: Previous SED modeling results for 3C 66A from Abdo et al. (2011).
Both models use a redshift of z=0.3 and are fit to a multiwavelength SED that
uses data from 2008.

Parameter SSC SSC+EC
Low-energy cutoff, γmin 2.2 ×104 6.5 ×103

High-energy cutoff, γmax 4.0 ×105 1.5 ×105

Injection index, α 3.0 3.0
Injection luminosity, Le (1045 erg s−1) 5.7 0.6

Comoving magnetic field, B (G) 0.02 0.21
Poynting flux, LB (1043 erg s−1) 0.85 6.0

εB ≡ LB/Le 1.5 ×10−3 0.10
Doppler factor, δ 40 40

Plasmoid radius, RB (1016 cm) 7.0 1.5
Variability time scale 21.1 hrs 4.5 hrs

Ext. radiation energy density (10−6 erg cm−3) n/a 1.2

4.6.1 SSC Model Fit with an MCMC

To model each SED, we start with a single-zone, purely leptonic SSC emission

model based on Katarzyński et al. (2001). The region is injected with a broken

power law distribution of particle energies described by indices α1, and α2 with

the break occurring at γbreak. The low- and high-energy cutoffs of the distribution

are given by γmin and γmax, respectively. Normalization of the spectrum is given

by K, and is evaluated at γ=1.0. The size of the emitting region is given by R,

the strength of the magnetic field by B and the Doppler factor by δ. Additional

details of the SSC model can be found in Chapter 3. We use a redshift of z=0.34,

which is just higher than the lower bound for this source and consistent with

Torres-Zafra et al. (2018). EBL absorption is accounted for using the model

from Franceschini et al. (2008). We use a Markov Chain Monte Carlo (MCMC)

technique implemented in Python by the emcee package (Foreman-Mackey et al.,

2013b) to fit each SED as detailed in Chapter 3. A huge benefit to this technique

is the ability to derive statistical uncertainties on each parameter that is fit. This
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is useful in determining the significance of any change of parameters as well as

determining uncertainties on derived quantities such as the variability timescale

and distance from the base of the jet. Using this technique, we ran an MCMC

using 300 walkers for 3000 steps on the SEDs generated in blocks 1, 2, 5 and 6

with an assumed redshift of z=0.34. The results for the best fit values of each

parameter are shown in Table 4.5 and the evolution of the parameters from each

block is shown in Figure 4.13. Figures 4.8, 4.9, 4.10 and 4.11 show the data along

with the best fit SSC model in each block, and Figure 4.14 shows the best fit

SSC models for all blocks overlaid. All SEDs are well explained using the purely

leptonic, single-zone emission model except for block 6 which has a p-value of 5.6

×10−16. For all blocks, we are not able to constrain the 1σ bounds of K, δ or γmin

well using this technique. The lack of constraint on K could partly be due to the

fact that the normalization of the electron energy spectrum at γ = 1 is highly

susceptible to small changes in α1 and γbreak. Even though the normalization is

not constrained well, the resulting electron spectrum appears to be well contained

as shown in Figure 4.12.

There is no constraint on the allowed variability built into the MCMC, but

we can compare the fitted parameter values to observations from the light curve.

The smallest observed variability, ∆tmin, is related to the diameter of the emitting

region, D, by D ≤ δc∆tmin/(1 + z). Given the values of R and δ for each model

used in the fitting, we can therefore calculate a permissible value of ∆tmin for every

SED. Table 4.6 shows ∆tmin for the best fit model in each block as well as the

smallest ∆tmin value for both the 1σ and 2σ sets of models. There is no observed

VERITAS or Fermi-LAT flux change greater than 3σ within any of the blocks.

The observation with fast variability on the timescale of ∼4 hours from Abdo

et al. (2011) falls within the time period of block 2, and allows for a region size
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Table 4.5: Fitted SSC Parameter Values with their 1σ uncertainties. The re-
duced χ2 is given for each best fit model. Dates for each block are defined in Table
4.3. The SSC model used here is a single-zone, purely leptonic model.

Parameter Block 1 Block 2 Block 5 Block 6
log R [cm] 17.7+0.5

−1.3 17.0+0.6
−0.6 18.6+0.3

−0.6 18.4+0.3
−0.7

log B [G] -2.6+0.7
−0.6 -2.2+0.4

−0.3 -2.9+0.3
−0.5 -2.8+0.3

−0.4

δ 48.1+50.6
−14.2 57.5+41.2

−19.4 32.1+41.3
−3.0 27.9+27.8

−1.4

α1 2.1+0.9
−0.7 2.2+0.6

−0.8 2.1+0.2
−0.3 1.9+0.6

−0.3

α2 3.7+0.2
−0.1 3.9+0.1

−0.1 4.4+0.2
−0.1 4.04+0.04

−0.03

log K [cm−3] 2.0+4.7
−2.00 3.6+2.7

−2.6 0.6+0.9
−0.6 0.5+3.1

−0.5

log γmin 1.6+2.4
−1.6 3.2+0.6

−3.1 1.1+2.5
−1.1 2.5+1.5

−2.5

log γbreak 4.6+0.3
−0.4 4.5+0.3

−0.2 4.8 +0.1
−0.2 4.7+0.1

−0.2

log γmax 6.2+1.8
−0.5 6.1+0.4

−0.4 7.6+0.4
−1.4 6.7+1.3

−0.4

Reduced χ2 1.42 2.04 2.23 4.55
p-value 9.7×10−2 4.1×10−3 1.3×10−4 5.6×10−16

that falls within the ∼ 2σ bound of that determined by our SED fit, as detailed

in Table 4.6.

Table 4.6: Variability timescales consistent with the SED fit results for each
block. The 1σ and 2σ values are determined by taking the minimum ∆tmin from
the ensemble of models falling within the prescribed confidence range.

Block Best Fit 1σ 2σ
1 11.1 days 6.9 hours 5.8 hours
2 1.9 days 7.1 hours 4.8 hours
5 140.3 days 15.6 days 12.8 days
6 95.6 days 10.1 days 9.5 days

There is also no constraint on the second slope of the injected electron spec-

trum, α2, based on the X-ray analysis as detailed in Section 3.1. We can compare

the slope resulting from the MCMC fit to that found in the XRT analysis. These

are detailed in Table 4.7. The α2 values determined from the MCMC are consis-

tent with those given by the X-ray results within 2σ for blocks 1, 5 and 6. There

is more tension with the slopes determined in block 2, though the best fit SED
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begins to soften at the highest energies of the X-ray observations. This is con-

sistent with the spectrum describing only the X-ray data (as found by the XRT

analysis) having a steeper index than that determined by the full MCMC fit.

Table 4.7: Indices of the X-ray spectra fitted from the XRT analysis, ΓXRT . For
each block we also compute the implied constraints on the second slope in the
injected electron spectrum, α2,XRT . The slope from the MCMC fit, α2,MCMC , is
also listed for direct comparison. The uncertainties listed are the 1σ bounds.

Block ΓXRT α2,XRT α2,MCMC

1 2.66 ±0.13 4.32 ± 0.26 3.7+0.2
−0.1

2 2.78 ±0.06 4.56 ± 0.13 3.9+0.1
−0.1

5 2.53 ±0.13 4.06 ± 0.27 4.4+0.2
−0.1

6 2.62 ±0.04 4.24 ± 0.08 4.04+0.04
−0.03

There are both differences and similarities between the modeling results from

the previous VERITAS collaboration paper (Abdo et al., 2011) and these results.

For comparison, we use the results from the modeling of the SED in block 2 since

it overlaps the most in time. The previous results used observations taken in

a slightly different time period than block 2, and the SED fitting was not done

separately for the full time period (called darkrun) and the observed VHE high

state from MJD 54747-54749. Specifically, the darkrun time period of MJD 54734-

54749 was used which encompasses the VHE flare and begins a few days before

block 2 (block 2 is MJD 54742-54749). We find a larger radius, a smaller magnetic

field and a larger Doppler factor, though all three are consistent within 1σ of the

previous modeling results. The main difference in the modeling is the shape of the

injected electron spectrum; Abdo et al. (2011) uses a single power law, while we

use a broken power law. Though the index of 3.0 used by the previous results is in

between the best-fit values of α1 and α2 determined here, it is not within the 1σ

range for either index. The electron energies that we use extend both lower and

higher than those used in the previous results. Finally, the variability timescale
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Figure 4.12: Electron spectra resulting from the MCMC fit to each blocks’
multiwavelength SED. The best fit spectrum is shown as a black line, and the
spectra associated with SED models falling within 1σ of the best fit are shown in
grey.
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determined by the MCMC fitting is comparable to that in the previous results;

however, the uncertainty bounds allow us to calculate a 2σ limit on the variability

timescale that is much lower than the best fit at 4.82 hours.

To understand the geometry of the jet, we can use the fitted region size com-

bined with the apparent opening angle of 41.6◦ for 3C 66A (Hervet et al., 2016)

to determine how far the emitting region is from the base of the jet. With our

assumed line of sight angle (see Section 3.3), θ = 0.57◦, we obtain an intrinsic jet

opening angle of η = ηapparent sin θ = 0.41◦. Assuming a conical jet, this puts the

region 47+102
−41 pc from the base of the jet for block 1, 10+25

−7 pc for block 2, 395+352
−302

pc for block 5 and 233+183
−185 pc for block 6. This is suggestive of two separate emit-

ting regions: one closer to the base of the jet and dominant during the higher flux

states (blocks 1 & 2) and one farther from the base of the jet that is dominant

during the later, quiescent states (blocks 5 & 6). Using data from Fermi-LAT

as well as photometric and polarization observations from the Kanata telescopes,

Itoh et al. (2013) find evidence that might also be explained by the presence of

two different emission components. One is dominant in 2008, and the other in

2009-2010; these correspond to blocks 1 &2 and block 5 in this work which would

make the suggestive evidence consistent.

4.7 Signatures of UHECRs

Given the strong VHE signal from this moderate redshift blazar, it appears

to be a good candidate to look for signatures of secondary gamma rays that are

the result of UHECRs interacting with photon fields along the line of sight. Essey

and Kusenko (2010) suggest that the MAGIC detection of 3C 66B could be the

result of a burst of cosmic rays originating in 3C 66A, but with a trajectory bent

by the magnetic fields of 3C 66B. The secondary photons at VHE produced by
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Figure 4.13: Evolution of the fitted MCMC parameter values and their 1σ
ranges. The horizontal axis indicates the block of each SED. Dashed lines indicate
the bounds built into the MCMC for each parameter.
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Figure 4.14: Best-fit SSC models for every 3C 66A SED modeled. The best fit
model for each block is shown with a solid line, and the 1σ regions are shown in
dashed lines.
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these cosmic rays during a period of high flux would point back to 3C 66B. Thus,

it is important for understanding line-of-sight processes to examine the location

of the VHE emission during both high and quiescent flux states. As shown in

Section 4.2.3, there is very little evidence for VHE emission from 3C66B during

any of the flux states observed by VERITAS or the full dataset. Based on the

location of the gamma-ray excess, there is no evidence of secondary gamma rays

from 3C66B resulting from UHECRs in the jet of 3C 66A.

The VHE spectra can also hold signatures of evidence from secondary gamma

rays. Anomalies in the deabsorbed VHE spectra can indicate a secondary gamma-

ray component. Specifically, an uptick at the highest energies could indicate that

too much EBL absorption has been removed; this results when VHE emission

comes from a closer distance along the line of sight as it would in the case of

UHECRs from the blazar producing gamma rays while propagating through the

Universe. As seen in Figure 4.2, all deabsorbed spectra are consistent with a

power-law fit and the highest energy data points are not higher than the fitted

function by more than 1σ. The VHE high flux state spectrum is not shown, but

there is also no evidence for an uptick at the highest energies.

Finally, the multiwavelength SEDs modeled in Section 4.6 are well-fit with a

leptonic scenario. There is no need for any complex hadronic emission scenarios

to explain these spectra, so there is therefore no good motivation to search for

observable contribution from UHECRs. Though this moderate redshift blazar

appeared to be a good candidate to look for a secondary component of gamma

rays from UHECRs, upon investigation there is no need for such a component to

explain the data. As in the investigation of gamma-ray production in the jet itself,

it is pertinent to consider time averaging effects in the spectra when searching for

spectral anomalies. Averaging VHE observations taken in different flux states and
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different observing conditions can produce unphysical anomalies. The hunt for the

source of UHECRs continues and is not solved by these observations from 3C66A,

though future observations with better sensitivity might prove this source still a

viable candidate.

4.8 Acknowledgments

The Swift-UVOT analysis presented in this chapter was completed by Karlen

Shahinyan, and the reduction of the FLWO optical data was completed by Piatra

Pontrelli. The work presented in this chapter is largely based on a VERITAS

collaboration journal article in preparation led by the author. Members of the

VERITAS collaboration have contributed to the text.

90



Chapter 5

Spectral Line Monitoring in VHE

blazars

5.1 Introduction

Understanding blazar physics requires a variety of observations taken in mul-

tiple wavebands. Photometric observations, spectroscopy and polarization data

can be combined to explore the multiple facets of AGN. One of the most useful

tools in understanding jet emission is the study of time variability and the search

for correlations between observations in different bands. Logistically, these studies

are difficult since they require the coordination of many ground- and space-based

telescopes that have different observing constraints and demands for telescope

time. To explore the role of the broad line region (BLR) and the location of the

emission region in the jet, we can look for correlations in variability of the BLR

spectral features with gamma-ray observations. Optical spectra of blazars are

dominated by the non-thermal continuum emission from the jet, yet there can

still be spectral features from the host galaxy or BLR present. By taking monthly
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optical spectra of selected high-energy and VHE-detected blazars and compar-

ing the emission line fluxes to gamma-ray observations taken by VERITAS and

Fermi-LAT, we can attempt to search for such a connection.

The study of emission line variability in blazars has historically shown mixed

results. Two examples are PKS 1221+216 and 3C454.3. During observations

taken in 2009-2011, PKS 1221+216 did not exhibit significant variability in its Mg

II, Hβ, Hγ and Balmer emission line fluxes, even though the optical continuum and

gamma-ray emission seen by the LAT vary dramatically. These results suggest

that in PKS1222+216, the variable, relativistic jet has little influence on the

output of the broad line region. This could be because the non-thermal emission

ionizes very little of the line-emitting gas in the BLR, or the non-thermal emitting

region is located far enough out in the jet to not interact with the BLR (Smith

et al., 2011). This also implies that the source of the ionizing flux in the BLR

is relatively constant. On the other hand, 3C 454.3 has been shown to have

emission line variation associated with changes in the gamma-ray emission seen

by the LAT. During a December, 2009 gamma-ray flare of this blazar, there was

an associated increase in the Mg II and Hγ line flux. However, in that same

study, an April 2010 gamma-ray flare showed no associated line variability in any

of the observed lines. This could indicate different mechanisms generating each

flare, or different emitting regions located at different distances away from the

BLR (Isler et al., 2013). Clearly, studying the variability of emission lines and

their coinciding gamma-ray flux is a way to shed light on blazar flare mechanisms

and the connection between the jet and its surrounding environment. Continual

observations of these sources are necessary since variability patterns can exhibit

differing behaviors even in the same source.

Very few blazars have been studied this way, and obtaining the necessary
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contemporaneous multiwavelength data is logistically difficult. By increasing the

sample size and waveband coverage in this study, we can further expand on the

processes driving blazar flares and emission line variability. A study of this type

has never been conducted using VHE data, so these results can help guide future

efforts at observatories such as the Cherenkov Telescope Array.

5.2 Sources

We chose sources which are bright and variable in gamma rays, that were

observed by VERITAS at least once per moon cycle during 2016 and have ab-

sorption or emission features previously observed at optical wavelengths. Since

these sources are northern hemisphere sources observable by VERITAS, they are

also observable at Lick Observatory. These selection criteria result in the five

blazars studied here: Markarian 421, Markarian 501, 3C 279, PKS 1441+25 and

PKS1222+216. To characterize how variable a source’s gamma-ray flux might be

during this study, we can quantify each source’s previously observed variability by

its variability index published in the Third Fermi Large Area Telescope Catalog

(3FGL) (Acero et al., 2015). The variability index quantifies variability on the

timescale of months, and an index >72.44 indicates a >99% confidence probabil-

ity that the source is variable. Each source has a variability index >200 except

for PKS 1441+25 which has an index of ∼48. The 3FGL only includes LAT data

taken through July, 2012, and PKS1441+25 underwent two gamma-ray outbursts

in 2015 (Abeysekara et al., 2015). Therefore, despite its small variability index in

the 3FGL catalog, PKS 1441+25 has exhibited observed gamma-ray variability in

the past.

93



Figure 5.1: Optical spectrum of PKS1441+25 taken by the Sloan Dig-
ital Sky Survey (SDSS). The strong emission feature at 5500 Angstroms
is Mg II emission (vacuum wavelength of 2799 Angstroms). Figure
reproduced from http://skyserver.sdss.org/dr10/en/get/SpecById.ashx?
id=6780257851631206400.

5.2.1 PKS 1441+25

PKS1441+25 is an FSRQ at a redshift of z=0.940, and it was detected at

VHE by VERITAS and MAGIC in April, 2015 (Ahnen et al., 2015; Abeysekara

et al., 2015). An optical spectrum taken by the Sloan Digital Sky Survey (SDSS)

in May, 2012 (MJD 56076) is shown in Fig. 5.1. This spectrum shows several

prominent features at z=0.93974 ± 0.00015 including Mg II, C III, Hγ, Hβ, and

O III.1
1https://dr10.sdss.org/spectrumDetail?mjd=56076&fiber=322&plateid=6022
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5.2.2 PKS 1222+216

PKS1222+216 (also known as 4C+21.35) is an FSRQ at a redshift of z=0.432.

MAGIC discovered VHE emission from this source during an outburst in 2010,

and VERITAS detected it in March, 2014 (M. Cerruti M. for the VERITAS Col-

laboration, 2015). Previously observed spectral features include Mg II, Hδ, Hγ

and Hβ (Smith et al., 2011).

5.2.3 3C 279

3C279 is an FSRQ at a redshift of z=0.5362 ± 0.0004 (Marziani et al., 1996).

It has been widely studied for several decades, and it exhibits extreme variability

across all observed wavebands. MAGIC originally discovered VHE emission from

3C279 during a flare in 2006, but VERITAS has no published detection of this

source (Errando et al., 2008). Between 2007 and 2012, VERITAS took an 8.3

hour exposure on this source triggered by flaring activity at lower wavelengths

which resulted in a flux upper limit of 2.1% Crab Nebula flux above 260 GeV

(Archambault et al., 2016).

5.2.4 Markarian 421

Markrian (Mrk) 421 is a BL Lac at z=0.031 and was the first extragalactic

source detected at TeV energies (Punch et al., 1992). As a BL Lac, it has weak

spectral features and does not immediately seem to be a good candidate for this

study; however, any detection of strong emission lines regardless of its flux state

would be an interesting result for this HSP blazar.
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5.2.5 Markarian 501

Mrk 501 is an HSP blazar at a redshift of z=0.034. Similar to Mrk 421, it is one

of the strongest extragalactic gamma-ray emitters. It has weak spectral features,

so any detection of an increase in its spectral features would be scientifically

interesting.

5.3 Observations

Each optical spectrum was taken at Lick Observatory with the Shane 3m tele-

scope except for one spectrum taken at the W. M. Keck Observatory in April of

2015. Through the 2016A, 2016B and 2017A proposal cycles, this project was

awarded 23 nights of telescope time with the Shane. These proposals resulted

in observations taken on 19 nights after poor weather is taken into account. In

the 2017B and 2018A semesters, we proposed target of opportunity (ToO) ob-

servations instead of monthly monitoring. Triggering this proposal resulted in 6

spectra. Not all spectra taken during this program are shown in this chapter; see

Section 5.4 for details on data selection. Summaries of the observations included

in this chapter for each blazar are available in Tables 5.1, 5.2, 5.3, 5.4 and 5.5.

The instrument on the Shane 3m used in this project is the Kast Spectro-

graph. Kast is a dual-armed spectrograph which splits the light into a “red” side

and a “blue” side. A dichroic, which selectively passes or reflects light based on a

crossover wavelength, is inserted into the path of the light to split the beam. The

d55 dichroic splits the light at about 5500 Angstroms, and the d46 splits at about

4650 Angstorms. The dichroic affects ∼200 Angstroms near the crossover wave-

length. A new dichroic with a splitting wavelength of roughly 5700 Angstroms was

installed in October, 2016. Mrk 421, Mrk 501, PKS 1222+216 and 3C 279 were all

96



observed using the d57 or d55 dichroic. Strong Mg II emission from PKS1441+25

occurs near the crossover of the d55 and d57 dichroics, so we can use the d46 to

avoid splitting near this scientifically interesting portion of the spectrum. PKS

1441+25 was observed using the d46 dichroic as often as possible, though due to

observing constraints, a few spectra were not taken with this dichroic. Table 5.3

lists which dichroic was used for each spectrum.

Table 5.1: Summary of Kast Observations for Mrk 421. All observations were
taken with the d55 dichroic. The S/N is the average S/N per pixel. For the blue
side this is between 3400 and 5400 Angstroms. For the red side this is between
5600 and 6800 Angstroms.

Obs. Date Obs. Date Obs. Type Exposure S/N
Local (YYYY-MM-DD) UTC (MJD) (s) (blue/red)

2016-02-11 57430 Awarded 1800 179.9/219.7
2016-02-12 57431 Awarded 3600 254.0/318.4
2016-03-17 57465 Awarded 3600 235.3/309.7
2016-04-03 57482 Awarded 3600 259.3/331.9
2016-04-04 57483 Awarded 3600 231.9/321.0
2016-06-08 57548 Awarded 1800 224.4/593.7
2016-06-11 57551 ToO 1800 183.8/258.6
2016-06-12 57552 ToO 1800 169.2/239.9

Table 5.2: Summary of Kast Observations for Mrk 501. All observations were
taken with the d55 dichroic. The S/N is the average S/N per pixel. For the blue
side this is between 3400 and 5400 Angstroms. For the red side this is between
5600 and 6800 Angstroms. All observations were taken on awarded observing
nights.

Local Obs. Date Obs. Date Exposure S/N
(YYYY-MM-DD) UTC (MJD) (s) (blue/red)

2016-02-11 57430 2100 57.5/126.4
2016-04-03 57482 4800 144.9/300.2
2016-06-08 57548 3600 167.0/546.9
2016-06-29 57569 3600 174.8/293.6
2016-08-04 57605 3600 179.0/310.9
2016-09-05 57637 1800 116.8/372.4
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Table 5.3: Summary of Kast Observations for PKS 1441+25. The S/N is the
average S/N per pixel. For observations with the d55 dichroic on the blue side
this is between 3400 and 5400 Angstroms, and the red side is between 5600 and
6800 Angstroms. For observations with the d46 dichroic on the blue side this is
between 3400 and 4500 Angstroms, and the red side is between 4700 and 6800
Angstroms. All observations were taken on awarded observing nights.

Local Obs. Date Obs. Date Dichroic Exposure S/N
(YYYY-MM-DD) UTC (MJD) (s) (blue/red)

2015-06-20 57194 d55 5400 55.1/162.5
2015-07-20 57224 d55 3600 12.6/37.9
2015-07-21 57225 d46 3600 1.8/9.9
2016-02-11 57430 d46 3600 2.2/8.5
2016-02-12 57431 d46 1800 17.2/n/a
2016-03-17 57465 d46 5400 3.8/20.5
2016-04-03 57482 d55 2163 4.3/10.1
2016-04-04 57483 d46 5400 4.7/27.5
2016-06-08 57548 d46 5400 11.5/62.1
2016-06-29 57569 d46 3600 7.7/42.8

5.4 Data Reduction

Observations taken with Kast can be reduced using two packages: the Low-

Redux Pipeline 2 and PypeIt 3. Low-Redux is written in IDL, and PyPit is

written in Python. In September of 2016, the CCD on the red side of Kast was

replaced with a new Hamamatsu detector. The Low-Redux pipeline does not

support reduction of the data taken with this new CCD, so PyPit must be used

for spectra taken in September 2016 and later. PyPit is still currently under

development, so observations taken after September 18th, 2016 (MJD 57650) are

not included here. Researchers at UCSC will continue this work in the future by

incorporating these later spectra.

Since exact flux measurements are important and necessary for this project,

care must be taken when converting the observed CCD counts to flux (also called
2http://www.ucolick.org/ xavier/LowRedux/
3https://github.com/pypeit/PypeIt
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Table 5.4: Summary of Kast Observations for PKS 1222+216. All observations
were taken with the d55 dichroic. The S/N is the average S/N per pixel. For
the blue side this is between 3400 and 5400 Angstroms. For the red side this
is between 5600 and 7500 Angstroms. All observations were taken on awarded
observing nights.

Local Obs. Date Obs. Date Exposure S/N
(YYYY-MM-DD) UTC (MJD) (s) (blue/red)

2016-02-11 57430 3600 85.4/164.2
2016-02-12 57431 3600 93.3/181.2
2016-03-17 57465 3600 60.2/121.8
2016-04-03 57482 3600 36.4/74.9
2016-04-04 57483 3600 101.1/180.7
2016-06-08 57548 3600 117.2/262.0

Table 5.5: Summary of Kast Observations for 3C 279. All observations were
taken with the d55 dichroic. The S/N is the average S/N per pixel. For the blue
side this is between 3400 and 5400 Angstroms. For the red side this is between
5600 and 6800 Angstroms. All observations were taken on awarded observing
nights.

Local Obs. Date Obs. Date Exposure S/N
(YYYY-MM-DD) UTC (MJD) (s) (blue/red)

2016-02-12 57431 3600 84.2/198.5
2016-03-17 57465 3600 77.2/232.5
2016-04-03 57482 3600 86.6/207.4
2016-04-04 57483 3600 86.7/185.9

“fluxing”). A standard star is used to make this conversion. Standards are stars

that have been observed with high accuracy in order to precisely calculate their

flux in particular wave bands. They serve several purposes in the calibration

of spectra. First, they remove any wavelength dependent change in sensitivity

across the CCD in a way that flat fielding images cannot. The second correction

is the extinction in the sky at the observatory’s site. For Mount Hamilton, this is

automatically applied in the Lox-Redux software.

Finally, an aperture correction is applied which accounts for the fact that the

light from a point source may be spread out enough that it is truncated by the
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width and length of the slit. This means that the observed CCD counts need to

be adjusted before converting them to flux; this correction factor must be applied

to both the standard star and the science exposures. Generally, this is done by

fitting a Gaussian to the profile of the object trace across the CCD in the direction

along the slit which allows for the computation of how wide the source is spread.

Given the geometry of the slit, it is therefore straight forward to calculate the

fraction of light contained within the slit. Correcting for this effect boils down to

a multiplicative factor in the conversion from observed CCD counts to flux.

To perform the aperture correction, a cross-section of the object trace is taken

from the sky-subtracted image. See Figure 5.2. The cross-section of the trace is

fit with a Gaussian function,

f(x) = Ne
−(x−x0)2

2σ2 . (5.1)

The total light is given by integrating over the spread in two dimensions, x and y:

∫ +∞

−∞
Nxe

−(x−x0)2

2σ2
x dx

∫ +∞

−∞
Nye

−(y−y0)2

2σ2
y dy = Nxσx

√
2π ×Nyσy

√
2π . (5.2)

Assuming a symmetric spread of light in the x and y directions, the total amount

of light from the source, T, is simply

T = 2πN2σ2 . (5.3)

Using a rectangle of length l and width w, we can calculate the amount of

light that falls within the slit by doing another integration of the fitted Gaussian.

The slit width is 2.0 arcsec for all spectra shown here. We can convert between

CCD pixels and angular size using the plate scale of each detector. The blue side
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detector and new red side CCD (installed in September 2016) have a plate scale

of 0.43 arcsec per pixel. The red side CCD used prior to September, 2016, and

for all spectra shown here has 0.774 arcsec per pixel.4 We assume that the origin

is in the center of the slit and replace the bounds of the integrals in Equation 5.2

with our slit dimensions. Since we again assume a symmetric spread, the values

for N and σ in each dimension are equal. The amount of light contained in the

slit, C, is given by

C = N2
∫ +l/2

−l/2
e

−(x−x0)2

2σ2 dx
∫ +w/2

−w/2
e

−(y−y0)2

2σ2 dy . (5.4)

If we assume that the source is in the center of the slit so that x0 = y0 = 0, we

can use the error function to complete the integration. The light contained in the

slit becomes

C = N2σ22π erf
(
l/2
σ
√

2

)
erf
(
w/2
σ
√

2

)
. (5.5)

This results in the fraction of light contained in the slit, F, to be calculated as

F = C

T
= erf

(
l/2
σ
√

2

)
erf
(
w/2
σ
√

2

)
. (5.6)

The average signal-to-noise (S/N) per pixel for each spectrum is computed for

both the red and the blue sides of the Kast spectrograph and shown in Tables

5.1, 5.2, 5.3, 5.4 and 5.5. There is a strong telluric feature at ∼6900 Angstroms

and the CCD shows fringing behavior, so the spectra for all sources except PKS

1222+216 are truncated at 6800 Angstroms. PKS 1222+216 exhibits strong Hβ

emission just redward of the telluric feature at 6900 Angstroms, so the spectra of

this blazar are truncated at 7500 Angstroms instead.
4Holden, 2018, private communication
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Figure 5.2: Sample plots from the aperture correction of a 120 second long
exposure using the blue side of the standard star Feige 34. Left: Two-dimensional
sky-subtracted image. The wavelength of the spectrum increases from top to
bottom. Top: Cross-section of the object trace taken across the CCD at pixel 1000
along with the fit to a Gaussian. Middle: The width of the Gaussian fit, σ, of the
fitted Gaussian at every cross-section of the CCD. The wavelength calibration has
been applied in order to demonstrate the relationship with wavelength. Bottom:
Fraction of light contained at every cross-section of the CCD, shown as a function
of the wavelength of the spectrum at that pixel.
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For each blazar, the VERITAS data were analyzed using VEGAS as described

in Chapter 2. For 3C 279, PKS 1441+25 and PKS1222+216 soft cuts are used,

while medium cuts are used for Mrk 421 and Mrk 501. Before creating the light

curve for each blazar, an analysis of the full dataset is completed; results from

each source are summarized in Section 5.6. To create light curves, the datasets are

broken into bins spanning the lunar month. Each dataset undergoes quality checks

to ensure that no observations during poor weather or hardware malfunctions are

included.

The Fermi-LAT data for each blazar are analyzed using v10r0p5 of the pub-

licly available Fermi Science tools. Only events of event class “P8 SOURCE”

(evclass=128) and event type “FRONT+BACK” (evtype=3) and with energies

from 100 MeV to 300 GeV are used. A region with radius of 10◦ centered on

each source location is used to spatially select events. The recommended analysis

configurations for a point source as listed in the Fermi-LAT analysis Cicerone are

used for all analyses.5 Due to the near-constant observing cadence with the LAT,

data selection is not restricted to the seasons or lunar cycles in the same way that

ground-based observations are when constructing light curves. Each source has

its own time selection as detailed in Section 5.6. First, an analysis in the entire

frame is produced, then the dataset is broken into 28-day bins to construct the

light curve. A more finely binned light curve can be created, though there must

be enough statistics to produce a test statistic (TS) > 9.0 in the bins. When

constructing the source model used for the likelihood analysis, sources with TS

< 2 are removed and those more than 10◦ from the source are frozen (in the latter

case these are therefore outside the region of used to select data). This is an

iterative process of removing sources and checking for appropriate residual maps

to generate the best source model for each region of the sky under investigation.
5https://fermi.gsfc.nasa.gov/ssc/data/analysis/documentation/Cicerone/
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5.5 Analysis Techniques

After producing a fluxed spectrum and gamma-ray light curves, there are a

few calculations useful for analyzing the data. These are defined below.

Equivalent Width: The strength of a spectral line can be measured in terms of

its equivalent width (EW). If Fc is the continuum flux and Fλ is the total flux,

the EW is calculated as

EW =
∫ Fc − Fλ

Fc
dλ , (5.7)

where the integral is taken across the line. Before this calculation can be done,

proper determination of the continuum must be made. Often this can be done by

extrapolating across a spectral feature or by fitting a function to the spectrum.

The EW of a line is defined as the width of a rectangle reaching up to the contin-

uum which has the same area has the spectral line; therefore, the EW is dependent

on the strength of the continuum flux. Due to the subtraction of the line’s flux

from from the continuum flux, emission lines have EW < 0 and absorption lines

have EW > 0 (B. W. Carroll and D. A. Ostlie, 2007).

Line Flux:

The flux of an emission line is calculated by

Fline =
∫
Fλ − Fc dλ . (5.8)

In the discrete case where we have a binned spectrum, this calculation becomes

Fline =
∑

(Fλi − FCi)∆λi . (5.9)

The uncertainty on the line flux is therefore
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σ2
line =

∑
(σ2

λi
+ σ2

Ci
)∆λ2 . (5.10)

The flux of a line is not dependent on the flux of the continuum in the same way

that the EW is.

Test of Variability: A basic way to test for variability of a measured value is to

fit the value as a function of time with a constant, straight line. The χ2 value of

that fit can be used to rule out a non-variable behavior of that measured value.

For example, we can fit a light curve (flux vs. time) to a constant to rule out

constant flux.

Correlation: We will be quantifying the correlations between fluxes in different

bands and the line flux of a variety of optical spectral features. For any two

random variables X and Y, the correlation coefficient of these variables is defined

as

ρ(X, Y ) = cov(X, Y )
σXσY

(5.11)

where σ indicates the variance of the individual variable, and the covariance be-

tween X and Y is defined as

cov(X, Y ) = E[(X − µx)(Y − µy)] = E[XY ]− E[X]E[Y ] (5.12)

where E[A] represents the expectation value of any quantity, A.

Correlation coefficients have values between -1 and +1, and random variables

for which ρ = 0 are considered to be uncorrelated. This coefficient, often re-

ferred to as Pearson’s correlation coefficient, measures the strength of a linear

relationship between the variables and cannot explicitly be used to test non-linear

dependencies.
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5.6 Analysis & Results

5.6.1 Mrk 421

The VERITAS data for Mrk 421 were analyzed from MJD 57371 to 58237 (15

December 2015 - 29 April 2018) resulting in a live time of 48.49 hours and a total

significance of 297σ. To calculate the integral flux in each bin, we use a spectral

index of 2.52 and an energy threshold of 0.224 TeV. There are observations during

16 lunar months during this time period. The Fermi-LAT data used here span

MJD 57388 - 57946 (1 January 2016 - 12 July 2017). Both gamma-ray light curves

are shown in Figure 5.3. Fitting both the VERITAS and Fermi-LAT light curves

to a constant flux results in a p-value of the fit < 1× 10−75. The gamma-ray flux

therefore is highly variable during the observations presented here.

There are eight spectra taken of Mrk 421 with Kast, and they are shown in

Figures 5.4 and 5.5. There are weak features associated with the host galaxy (at

z=0.031), but no features associated with a thermal component of the nucleus

itself. This is expected given previous observations and its nature as an HSP

blazar, but it unfortunately means there are no spectral features with which to

conduct a correlation study.

5.6.2 Mrk 501

The VERITAS data for Mrk 501 were analyzed from MJD 57440 to 58296 (22

February 2016 - 27 June 2018) resulting in a live time of 23.88 hours and a total

significance of 59σ. To calculate the integral flux in each bin, we use a power

law with spectral index of 2.41 and an energy threshold of 0.158 TeV. There are

observations during 12 lunar months during this time period. The Fermi-LAT

data used here span MJD 57388 - 57958 (1 January 2016 - 24 July 2017). Both
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Figure 5.3: Gamma ray light curves of Mrk 421 taken starting in 2016 as seen by
VERITAS (top) and Fermi-LAT (bottom). The VERITAS light curve is binned
in lunar months with the edges of the time bins marking the beginning and end
of observations during that lunar month. The Fermi-LAT light curve is binned
in 28-day bins represented with the bin edges. The dates with Kast observations
presented here are marked with vertical dashed lines.
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Figure 5.4: Kast spectra taken of Mrk 421 from 11 February to 3 April 2016.
The black line indicates the measured flux with a smoothing function applied. The
uncertainties on the flux are shown as grey lines, and and instrumental gap caused
by the dichroic crossover is indicated as a rectangle from 5400 to 5600 Angstroms.
Vertical lines indicate the locations of spectral features: blue indicates features at
z=0.031 and light gray indicates features at z=0.0.
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Figure 5.5: Kast spectra taken of Mrk 421 from 4 April to 12 June 2016. The
black line indicates the measured flux with a smoothing function applied. The
uncertainties on the flux are shown as grey lines, and and instrumental gap caused
by the dichroic crossover is indicated as a rectangle from 5400 to 5600 Angstroms.
The red side spectra from 11 and 12 June 2016 do not extend cover the exact
same wavelength as the other spectra since they were taken as part of a target of
opportunity effort and the wavelength coverage for the primary observers’ setup
was different than ours. Vertical lines indicate the locations of spectral features:
blue indicates features at z=0.031 and light gray indicates features at z=0.0.
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gamma-ray light curves are shown in Figure 5.6. Fitting the VERITAS light curve

to a constant results in a p-value < 1 × 10−75, and fitting the Fermi-LAT light

curve to a constant results in a p-value of 2.9 × 10−4. Based on these tests, it is

clear that the gamma-ray flux observed over these time periods from Mrk 501 is

variable.

The Kast spectra taken of Mrk 501 are shown in Figure 5.7. There are sev-

eral absorption features associated with the host galaxy (z=0.034), but no strong

emission or absorption features definitively associated with the BLR or other ther-

mal components of the AGN. Like Mrk 421, this is expected, and means that it is

not possible to conduct any correlation studies with the variable gamma-ray light

curves.

5.6.3 PKS 1441+25

The VERITAS data for PKS 1441+25 were analyzed from MJD 57116 to 58296

(4 April 2015 - 27 June 2018) resulting in a live time of 25.56 hours and a total

significance of 5.9σ. To calculate the integral flux in each bin, we use an energy

threshold of 0.100 TeV. There are observations during 16 lunar months during

this time period. The Fermi-LAT data used here span MJD 57023 - 57939 (1

January 2015 - 5 July 2017). The 28-day binned Fermi-LAT light curve and the

VERITAS lunar-month binned light curve are shown in Figure 5.8. A fit to a

constant of the VERITAS light curve results in an average flux value of (-0.29 ±

1.54 ) ×10−8 m−2 s−1 with a reduced χ2 of 3.29 (p-value of 1.5 × 10−5). Due to

the lack of statistics during the latter portion of the VERITAS observations, it

is difficult to conclude much about the variability of this source in VHE gamma

rays after the outburst in spring of 2015. A fit to a constant of the Fermi-LAT

light curve results in a flux value of (1.14 ± 0.20 ) ×10−7 cm−2 s−1 with a reduced
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Figure 5.6: Gamma ray light curves of Mrk 501 taken starting in 2016 as seen
by VERITAS (top) and Fermi-LAT (bottom). The VERITAS light curves are
binned in lunar months with the edges of the time bins marking the beginning
and end of observations during that lunar month. The Fermi-LAT light curve
is binned in 28-day bins represented with the bin edges. The dates with Kast
observations presented here are marked with vertical dashed lines.
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Figure 5.7: Kast spectra taken of Mrk 501 from 11 February to 5 September 2016.
The black line indicates the measured flux with a smoothing function applied. The
uncertainties on the flux are shown as grey lines, and and instrumental gap caused
by the dichroic crossover is indicated as a rectangle from 5400 to 5600 Angstroms.
Absorption features are associated with the host galaxy; they are redshifted to
z=0.034.
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χ2 of 44.0 (p-value < 1.0× 10−75).

The Kast spectra of PKS 1441+25 suffer from many poor observing conditions

making it difficult to reliably trust any flux calibrations. This is unfortunate since,

similar to PKS1222+216, there are several strong emission features associated

with the BLR that are observable within our wavelength coverage. Accurate

line flux measurements can be done by calculating the continuum flux through

independent, simultaneous photometric observations. The continuum flux can

then be used to convert the EW of a line to a line flux (Isler et al., 2013).

5.6.4 3C 279

The VERITAS data for 3C 279 were analyzed from MJD 57411 to 58296 (24

January 2016 - 27 June 2018) resulting in a live time of 11.83 hours and a total

significance of 0.6σ. Since there is no detection of VHE emission during this time

period, we are not able to use the VHE data to conduct correlation studies with

this waveband or to construct a light curve. The Fermi-LAT data used here span

MJD 57388 - 57939 (1 January 2016 - 5 July 2017), and the 7-day binned light

curve is shown in Figure 5.11. A fit to a constant line for this 7-day binned light

curve results in a reduced χ2 value of 73.4 and a p-value < 1.0×10−75. This

conclusively rules out a constant flux as observed by the Fermi-LAT. The average

flux is (4.49 ± 0.45 )×10−7 cm−2 s−1.

In the Kast spectra of 3C 279, shown in Figure 5.9, we do not observe any

strong emission or absorption features associated with the blazar. Mg II and O II

emission from the blazar could be observed given our wavelength coverage. O III

features could potentially be detected in the red side of Kast, but fringing in the

observations presented here prevent accurate flux calibration in that wavelength

range. We do see a Mg II absorption doublet at z=0.395; this is indicative of an

113



Figure 5.8: Gamma ray light curves of PKS 1441+25 taken starting in 2015 as
seen by VERITAS (top) and Fermi-LAT (bottom). The VERITAS light curve is
binned in lunar months with the edges of the time bins marking the beginning
and end of observations during that lunar month. The Fermi-LAT light curve
is binned in 28-day bins represented with the bin edges. The dates with Kast
observations presented here are marked with vertical dashed lines.
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absorbing system located along the light of sight.

5.6.5 PKS 1222+216

The VERITAS data for PKS 1222+216 were analyzed from MJD 57381 to

58277 (25 December 2015 - 8 June 2017) resulting in a live time of 3.40 hours and

a total significance of -0.3σ. Since there is no detection of VHE emission during

this time period, we are not able to use the VHE data to conduct correlation

studies with this waveband. The Fermi-LAT data used here span MJD 57388 -

57939 (1 January 2016 - 5 July 2017). The 28-day binned light curve is shown in

Figure 5.11. A fit to a constant results in a flux value of (3.22 ± 0.84) cm−2 s−1

with a reduced χ2 of 8.78 (p-value < 1× 10−75).

The Kast spectra taken of PKS 1222+216 are shown in Figure 5.12. There

is strong Mg II, H-γ and H-β emission seen in several of the spectra, and these

features are shown in Figures 5.13, 5.14 and 5.15. In order to describe the con-

tinuum emission, we fit a power law function to the entire spectrum, combining

the measurements from the red and blue sides of the detector for each observa-

tion. To describe only the non-thermal continuum emission, we block the dichroic

crossover, Telluric features and the spectral features of interest from this fit by

removing those portions of the spectrum. Local to the Mg II and H-γ features,

this does not provide a good fit to the continuum, so measurement of the line flux

cannot be done this way. Future work is needed to understand and model the

intricacies of the observed continuum emission.
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Figure 5.9: Kast spectra taken of 3C 279. The black line indicates the measured
flux with a smoothing function applied. The uncertainties on the flux are shown as
grey lines, and and instrumental gap caused by the dichroic crossover is indicated
as a rectangle from 5400 to 5600 Angstroms. The Mg II doublet absorption feature
at z=0.395 is shown as blue vertical lines in each spectra.
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Figure 5.10: Mg II absorption doublet seen in the Kast spectra taken of 3C 279.
The absorption feature is at z=0.395, a lower redshift than the blazar, indicating
the presence of an absorbing system between the Earth and the source. The
observed flux is shown as a black line, and the uncertainty on flux as a grey line.
The Mg II feature is denoted in blue.
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Figure 5.11: Fermi-LAT light curves for the two blazars without a VHE detec-
tion during the time frame presented here. Top: Light curve of PKS 1222+216.
Each bin is 28 days, and the flux is integrated from 100 MeV to 300 GeV. Bottom:
Light curve of 3C 279 shown with 7 day bins. The integral flux is shown from 100
MeV to 300 GeV. In each light curve, dates during which we have Kast spectra
analyzed here are indicated with vertical dashed lines.
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Figure 5.12: Kast spectra taken of PKS 1222+216. The black line indicates the
measured flux with a smoothing function applied. The uncertainties on the flux
are shown as grey lines, and and instrumental gap caused by the dichroic crossover
is indicated as a rectangle from 5400 to 5600 Angstroms. Telluric lines are shown
as vertical, dashed lines. Features associated with PKS1222+216 at a redshift of
z=0.432 are shown by vertical blue lines.
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Figure 5.13: Optical spectra taken of PKS 1222+216 showing the broad Mg II
emission feature. The colored lines indicate the measured flux with a smoothing
function applied for each night of observation. The vertical black line shows Mg II
at a redshift of z=0.432. Dashed lines indicate the fit to the continuum represented
by a power law; the colors correspond to the same color of spectrum that is being
fit.
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Figure 5.14: Optical spectra taken of PKS 1222+216 showing the H-γ emission
feature. The colored lines indicate the measured flux with a smoothing function
applied for each night of observation. The vertical black line shows H-γ at a
redshift of z=0.432. The presence of Telluric absorption is seen near this emission
feature and is indicated with a vertical dashed line. Dashed, colored lines indicate
the fit to the continuum represented by a power law; the colors correspond to the
same color of spectrum that is being fit.
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Figure 5.15: Optical spectra taken of PKS 1222+216 showing the H-β emission
feature. The colored lines indicate the measured flux with a smoothing function
applied for each night of observation. The vertical black line shows H-β at a
redshift of z=0.432. The presence of Telluric absorption features are seen near this
emission feature and are indicated with vertical dashed lines. Dashed, colored lines
indicate the fit to the continuum represented by a power law; the colors correspond
to the same color of spectrum that is being fit.
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5.7 Conclusions

Multiwavelength observations are important for understanding the nature of

blazars and relativistic jets, and this work has expanded by looking for correla-

tions between thermal signatures in optical spectroscopy and observed gamma-ray

emission resulting from non-thermal processes. A difficulty with these studies is

obtaining the necessary contemporaneous observations, which we were able to suc-

cessfully do with the combination of access to VERITAS, public Fermi-LAT data

and monthly observations with the Kast spectrograph on the Shane 3m telescope

at Lick Observatory. Producing accurately flux-calibrated spectra was another

difficulty, and it is necessary because we are looking to measure the line flux of

any relevant features. Over the full range of the optical spectra, we use a power

law to fit the continuum. However, for PKS 1222+216 that does not provide a

good fit local to the spectral features of interest, and so an accurate measure of

the line flux would require further investigation into additional continuum fitting

techniques. This study is the first of its kind for two HSPs, Mrk 421 and Mrk 501.

Though we do not observe any strong optical features associated with the AGN

for these sources, any future indication would be a new, interesting result.
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Chapter 6

Conclusions & Looking Forward

No observational problem will not

be solved by more data.

Vera Rubin

This thesis presented multiwavelength observations of VHE emitting blazars

and investigated the connection between thermal and non-thermal emission in

the blazar environment and the jet. 3C 66A showed no spectral anomalies when

correcting for EBL absorption, and modeling of multiwavelength SEDs showed a

good fit in three out of the four time periods by a single-zone, purely leptonic SSC

emission scenario. These SEDs were created by carefully constructing the spectra

in different flux states, and show that EC production from photons originating

outside the jet probably does not play a large role in explaining the observed emis-

sion. We implemented a new SED modeling approach which utilizes an MCMC

technique. This technique is promising and allows for the determination of uncer-

tainties on the input parameters into the model as well as uncertainties on derived

quantities such as the allowed variability timescale.

We also presented the first search for variability in spectral lines from the VHE
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blazars Mrk 501, Mrk 421, 3C 279 and PKS1441+25. Further, we presented the

first search for variability in spectral features combined with VHE observations for

the first time for these four blazars as well as a fifth blazar, PKS 1222+216. We do

not observe any strong spectral features associated with the nucleus of the AGN in

Mrk 421, Mrk 501 and 3C279. Accurately flux-calibrating spectra and modeling

the continuum emission were challenging parts of this project and prevented the

detection of line flux variability in PKS 1222+216 and PKS 1441+25. Future

studies such as these have the potential to provide insight into the interaction

between the jet and its surrounding environment, though target collection and

flux calibration of spectra must be done with care.

The future of VHE astrophysics will be led by the Cherenkov Telescope Array

(CTA), an array of NN telescopes currently under development and construction

(Cherenkov Telescope Array Consortium et al., 2017). Two arrays will make up

CTA: one located in the northern hemisphere and one in the southern hemisphere.

There will be ∼100 telescopes at the southern site, and ∼20 at the northern

site. CTA is projected to have angular resolution down to one arcminute, energy

sensitivity ranging from 20 GeV to 300 TeV and flux sensitivity substantially better

than the current generation of IACTs and the Fermi-LAT. Blazars are one of the

key science targets for CTA due to their potential for understanding the nature of

relativistic jets and the EBL. With recent advances in multi-messenger astronomy,

CTA observations of blazars will also be highly complementary to gravitational

wave and neutrino experiments (e.g. IceCube Collaboration et al. (2018)).
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Appendix A

MCMC Blazar SED Fitting Plots

This appendix contains useful diagnostic plots resulting from the Markov

Chain Monte Carlo runs.

A.1 1RXS J101015.9-311909

Figures A.1 - A.9 show the results from the MCMCmodeling of 1RXS J101015.9-

311909.

A.2 3C 66A: Block 1

Figures A.10 - A.18 show the results from the MCMC modeling of the SED of

3C 66A during block 1.

A.3 3C 66A: Block 2

Figures A.19 - A.27 show the results from the MCMC modeling of the SED of

3C 66A during block 2.
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Figure A.1: Diagnostic plots from running the MCMC SED fitting on 1RXS
J101015.9-311909. Top left: χ2 value plotted as a function of the R value. Top
right: χ2 vs. R value with the smallest χ2 value and largest χ2 1σ bounds shown
as horizontal lines. The smallest and largest 1σ values of R are marked with
vertical lines. Bottom left: Distribution of R values in the accepted steps. Bottom
right: Non-normalized probability distribution for R.
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Figure A.2: Diagnostic plots from running the MCMC SED fitting on 1RXS
J101015.9-311909. Top left: χ2 value plotted as a function of the B value. Top
right: χ2 vs. B value with the smallest χ2 value and largest χ2 1σ bounds shown as
horizontal lines. The smallest and largest 1σ values of B are marked with vertical
lines. Bottom left: Distribution of B values in the accepted steps. Bottom right:
Non-normalized probability distribution for B.
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Figure A.3: Diagnostic plots from running the MCMC SED fitting on 1RXS
J101015.9-311909. Top left: χ2 value plotted as a function of the δ value. Top
right: χ2 vs. δ value with the smallest χ2 value and largest χ2 1σ bounds shown as
horizontal lines. The smallest and largest 1σ values of δ are marked with vertical
lines. Bottom left: Distribution of δ values in the accepted steps. Bottom right:
Non-normalized probability distribution for δ.
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Figure A.4: Diagnostic plots from running the MCMC SED fitting on 1RXS
J101015.9-311909. Top left: χ2 value plotted as a function of the γbreak value.
Top right: χ2 vs. γbreak value with the smallest χ2 value and largest χ2 1σ bounds
shown as horizontal lines. The smallest and largest 1σ values of γbreak are marked
with vertical lines. Bottom left: Distribution of γbreak values in the accepted steps.
Bottom right: Non-normalized probability distribution for γbreak.
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Figure A.5: Diagnostic plots from running the MCMC SED fitting on 1RXS
J101015.9-311909. Top left: χ2 value plotted as a function of the α1 value. Top
right: χ2 vs. α1 value with the smallest χ2 value and largest χ2 1σ bounds
shown as horizontal lines. The smallest and largest 1σ values of α1 are marked
with vertical lines. Bottom left: Distribution of α1 values in the accepted steps.
Bottom right: Non-normalized probability distribution for α1.
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Figure A.6: Diagnostic plots from running the MCMC SED fitting on 1RXS
J101015.9-311909. Top left: χ2 value plotted as a function of the K value. Top
right: χ2 vs. K value with the smallest χ2 value and largest χ2 1σ bounds shown
as horizontal lines. The smallest and largest 1σ values of K are marked with
vertical lines. Bottom left: Distribution of K values in the accepted steps. Bottom
right: Non-normalized probability distribution for K.
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Figure A.7: Diagnostic plots from running the MCMC SED fitting on 1RXS
J101015.9-311909. Top left: χ2 value plotted as a function of the γmin value. Top
right: χ2 vs. γmin value with the smallest χ2 value and largest χ2 1σ bounds
shown as horizontal lines. The smallest and largest 1σ values of γmin are marked
with vertical lines. Bottom left: Distribution of γmin values in the accepted steps.
Bottom right: Non-normalized probability distribution for γmin.
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Figure A.8: Diagnostic plots from running the MCMC SED fitting on 1RXS
J101015.9-311909. Top left: χ2 value plotted as a function of the γmax value. Top
right: χ2 vs. γmax value with the smallest χ2 value and largest χ2 1σ bounds
shown as horizontal lines. The smallest and largest 1σ values of γmax are marked
with vertical lines. Bottom left: Distribution of γmax values in the accepted steps.
Bottom right: Non-normalized probability distribution for γmax.
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Figure A.9: Diagnostic plots from running the MCMC SED fitting on 1RXS
J101015.9-311909. Top left: χ2 value plotted as a function of the α2 value. Top
right: χ2 vs. α2 value with the smallest χ2 value and largest χ2 1σ bounds
shown as horizontal lines. The smallest and largest 1σ values of α2 are marked
with vertical lines. Bottom left: Distribution of α2 values in the accepted steps.
Bottom right: Non-normalized probability distribution for α2.
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Figure A.10: Top left: χ2 value plotted as a function of the R value. Top right:
χ2 vs. R value with the smallest χ2 value and largest χ2 1σ bounds shown as
horizontal lines. The smallest and largest 1σ values of R are marked with vertical
lines. Bottom left: Distribution of R values in the accepted steps. Bottom right:
Non-normalized probability distribution for R.
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Figure A.11: Top left: χ2 value plotted as a function of the B value. Top right:
χ2 vs. B value with the smallest χ2 value and largest χ2 1σ bounds shown as
horizontal lines. The smallest and largest 1σ values of B are marked with vertical
lines. Bottom left: Distribution of B values in the accepted steps. Bottom right:
Non-normalized probability distribution for B.
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Figure A.12: Top left: χ2 value plotted as a function of the δ value. Top right:
χ2 vs. δ value with the smallest χ2 value and largest χ2 1σ bounds shown as
horizontal lines. The smallest and largest 1σ values of δ are marked with vertical
lines. Bottom left: Distribution of δ values in the accepted steps. Bottom right:
Non-normalized probability distribution for δ.
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Figure A.13: Top left: χ2 value plotted as a function of the γbreak value. Top
right: χ2 vs. γbreak value with the smallest χ2 value and largest χ2 1σ bounds
shown as horizontal lines. The smallest and largest 1σ values of γbreak are marked
with vertical lines. Bottom left: Distribution of γbreak values in the accepted steps.
Bottom right: Non-normalized probability distribution for γbreak.
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Figure A.14: Top left: χ2 value plotted as a function of the α1 value. Top right:
χ2 vs. α1 value with the smallest χ2 value and largest χ2 1σ bounds shown as
horizontal lines. The smallest and largest 1σ values of α1 are marked with vertical
lines. Bottom left: Distribution of α1 values in the accepted steps. Bottom right:
Non-normalized probability distribution for α1.
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Figure A.15: Top left: χ2 value plotted as a function of the K value. Top right:
χ2 vs. K value with the smallest χ2 value and largest χ2 1σ bounds shown as
horizontal lines. The smallest and largest 1σ values of K are marked with vertical
lines. Bottom left: Distribution of K values in the accepted steps. Bottom right:
Non-normalized probability distribution for K.
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Figure A.16: Top left: χ2 value plotted as a function of the γmin value. Top
right: χ2 vs. γmin value with the smallest χ2 value and largest χ2 1σ bounds
shown as horizontal lines. The smallest and largest 1σ values of γmin are marked
with vertical lines. Bottom left: Distribution of γmin values in the accepted steps.
Bottom right: Non-normalized probability distribution for γmin.
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Figure A.17: Top left: χ2 value plotted as a function of the γmax value. Top
right: χ2 vs. γmax value with the smallest χ2 value and largest χ2 1σ bounds
shown as horizontal lines. The smallest and largest 1σ values of γmax are marked
with vertical lines. Bottom left: Distribution of γmax values in the accepted steps.
Bottom right: Non-normalized probability distribution for γmax.
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Figure A.18: Top left: χ2 value plotted as a function of the α2 value. Top right:
χ2 vs. α2 value with the smallest χ2 value and largest χ2 1σ bounds shown as
horizontal lines. The smallest and largest 1σ values of α2 are marked with vertical
lines. Bottom left: Distribution of α2 values in the accepted steps. Bottom right:
Non-normalized probability distribution for α2.
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Figure A.19: Top left: χ2 value plotted as a function of the R value. Top right:
χ2 vs. R value with the smallest χ2 value and largest χ2 1σ bounds shown as
horizontal lines. The smallest and largest 1σ values of R are marked with vertical
lines. Bottom left: Distribution of R values in the accepted steps. Bottom right:
Non-normalized probability distribution for R.
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Figure A.20: Top left: χ2 value plotted as a function of the B value. Top right:
χ2 vs. B value with the smallest χ2 value and largest χ2 1σ bounds shown as
horizontal lines. The smallest and largest 1σ values of B are marked with vertical
lines. Bottom left: Distribution of B values in the accepted steps. Bottom right:
Non-normalized probability distribution for B.
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Figure A.21: Top left: χ2 value plotted as a function of the δ value. Top right:
χ2 vs. δ value with the smallest χ2 value and largest χ2 1σ bounds shown as
horizontal lines. The smallest and largest 1σ values of δ are marked with vertical
lines. Bottom left: Distribution of δ values in the accepted steps. Bottom right:
Non-normalized probability distribution for δ.
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Figure A.22: Top left: χ2 value plotted as a function of the γbreak value. Top
right: χ2 vs. γbreak value with the smallest χ2 value and largest χ2 1σ bounds
shown as horizontal lines. The smallest and largest 1σ values of γbreak are marked
with vertical lines. Bottom left: Distribution of γbreak values in the accepted steps.
Bottom right: Non-normalized probability distribution for γbreak.
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Figure A.23: Top left: χ2 value plotted as a function of the α1 value. Top right:
χ2 vs. α1 value with the smallest χ2 value and largest χ2 1σ bounds shown as
horizontal lines. The smallest and largest 1σ values of α1 are marked with vertical
lines. Bottom left: Distribution of α1 values in the accepted steps. Bottom right:
Non-normalized probability distribution for α1.
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Figure A.24: Top left: χ2 value plotted as a function of the K value. Top right:
χ2 vs. K value with the smallest χ2 value and largest χ2 1σ bounds shown as
horizontal lines. The smallest and largest 1σ values of K are marked with vertical
lines. Bottom left: Distribution of K values in the accepted steps. Bottom right:
Non-normalized probability distribution for K.
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Figure A.25: Top left: χ2 value plotted as a function of the γmin value. Top
right: χ2 vs. γmin value with the smallest χ2 value and largest χ2 1σ bounds
shown as horizontal lines. The smallest and largest 1σ values of γmin are marked
with vertical lines. Bottom left: Distribution of γmin values in the accepted steps.
Bottom right: Non-normalized probability distribution for γmin.
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Figure A.26: Top left: χ2 value plotted as a function of the γmax value. Top
right: χ2 vs. γmax value with the smallest χ2 value and largest χ2 1σ bounds
shown as horizontal lines. The smallest and largest 1σ values of γmax are marked
with vertical lines. Bottom left: Distribution of γmax values in the accepted steps.
Bottom right: Non-normalized probability distribution for γmax.
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Figure A.27: Top left: χ2 value plotted as a function of the α2 value. Top right:
χ2 vs. α2 value with the smallest χ2 value and largest χ2 1σ bounds shown as
horizontal lines. The smallest and largest 1σ values of α2 are marked with vertical
lines. Bottom left: Distribution of α2 values in the accepted steps. Bottom right:
Non-normalized probability distribution for α2.

153



A.4 3C 66A: Block 5

Figures A.28 - A.36 show the results from the MCMC modeling of the SED of

3C 66A during block 5.

A.5 3C 66A: Block 6

Figures A.37 - A.45 show the results from the MCMC modeling of the SED of

3C 66A during block 6.
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Figure A.28: Top left: χ2 value plotted as a function of the R value. Top right:
χ2 vs. R value with the smallest χ2 value and largest χ2 1σ bounds shown as
horizontal lines. The smallest and largest 1σ values of R are marked with vertical
lines. Bottom left: Distribution of R values in the accepted steps. Bottom right:
Non-normalized probability distribution for R.
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Figure A.29: Top left: χ2 value plotted as a function of the B value. Top right:
χ2 vs. B value with the smallest χ2 value and largest χ2 1σ bounds shown as
horizontal lines. The smallest and largest 1σ values of B are marked with vertical
lines. Bottom left: Distribution of B values in the accepted steps. Bottom right:
Non-normalized probability distribution for B.
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Figure A.30: Top left: χ2 value plotted as a function of the δ value. Top right:
χ2 vs. δ value with the smallest χ2 value and largest χ2 1σ bounds shown as
horizontal lines. The smallest and largest 1σ values of δ are marked with vertical
lines. Bottom left: Distribution of δ values in the accepted steps. Bottom right:
Non-normalized probability distribution for δ.
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Figure A.31: Top left: χ2 value plotted as a function of the γbreak value. Top
right: χ2 vs. γbreak value with the smallest χ2 value and largest χ2 1σ bounds
shown as horizontal lines. The smallest and largest 1σ values of γbreak are marked
with vertical lines. Bottom left: Distribution of γbreak values in the accepted steps.
Bottom right: Non-normalized probability distribution for γbreak.
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Figure A.32: Top left: χ2 value plotted as a function of the α1 value. Top right:
χ2 vs. α1 value with the smallest χ2 value and largest χ2 1σ bounds shown as
horizontal lines. The smallest and largest 1σ values of α1 are marked with vertical
lines. Bottom left: Distribution of α1 values in the accepted steps. Bottom right:
Non-normalized probability distribution for α1.
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Figure A.33: Top left: χ2 value plotted as a function of the K value. Top right:
χ2 vs. K value with the smallest χ2 value and largest χ2 1σ bounds shown as
horizontal lines. The smallest and largest 1σ values of K are marked with vertical
lines. Bottom left: Distribution of K values in the accepted steps. Bottom right:
Non-normalized probability distribution for K.
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Figure A.34: Top left: χ2 value plotted as a function of the γmin value. Top
right: χ2 vs. γmin value with the smallest χ2 value and largest χ2 1σ bounds
shown as horizontal lines. The smallest and largest 1σ values of γmin are marked
with vertical lines. Bottom left: Distribution of γmin values in the accepted steps.
Bottom right: Non-normalized probability distribution for γmin.
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Figure A.35: Top left: χ2 value plotted as a function of the γmax value. Top
right: χ2 vs. γmax value with the smallest χ2 value and largest χ2 1σ bounds
shown as horizontal lines. The smallest and largest 1σ values of γmax are marked
with vertical lines. Bottom left: Distribution of γmax values in the accepted steps.
Bottom right: Non-normalized probability distribution for γmax.
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Figure A.36: Top left: χ2 value plotted as a function of the α2 value. Top right:
χ2 vs. α2 value with the smallest χ2 value and largest χ2 1σ bounds shown as
horizontal lines. The smallest and largest 1σ values of α2 are marked with vertical
lines. Bottom left: Distribution of α2 values in the accepted steps. Bottom right:
Non-normalized probability distribution for α2.
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Figure A.37: Top left: χ2 value plotted as a function of the R value. Top right:
χ2 vs. R value with the smallest χ2 value and largest χ2 1σ bounds shown as
horizontal lines. The smallest and largest 1σ values of R are marked with vertical
lines. Bottom left: Distribution of R values in the accepted steps. Bottom right:
Non-normalized probability distribution for R.
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Figure A.38: Top left: χ2 value plotted as a function of the B value. Top right:
χ2 vs. B value with the smallest χ2 value and largest χ2 1σ bounds shown as
horizontal lines. The smallest and largest 1σ values of B are marked with vertical
lines. Bottom left: Distribution of B values in the accepted steps. Bottom right:
Non-normalized probability distribution for B.
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Figure A.39: Top left: χ2 value plotted as a function of the δ value. Top right:
χ2 vs. δ value with the smallest χ2 value and largest χ2 1σ bounds shown as
horizontal lines. The smallest and largest 1σ values of δ are marked with vertical
lines. Bottom left: Distribution of δ values in the accepted steps. Bottom right:
Non-normalized probability distribution for δ.
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Figure A.40: Top left: χ2 value plotted as a function of the γbreak value. Top
right: χ2 vs. γbreak value with the smallest χ2 value and largest χ2 1σ bounds
shown as horizontal lines. The smallest and largest 1σ values of γbreak are marked
with vertical lines. Bottom left: Distribution of γbreak values in the accepted steps.
Bottom right: Non-normalized probability distribution for γbreak.
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Figure A.41: Top left: χ2 value plotted as a function of the α1 value. Top right:
χ2 vs. α1 value with the smallest χ2 value and largest χ2 1σ bounds shown as
horizontal lines. The smallest and largest 1σ values of α1 are marked with vertical
lines. Bottom left: Distribution of α1 values in the accepted steps. Bottom right:
Non-normalized probability distribution for α1.
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Figure A.42: Top left: χ2 value plotted as a function of the K value. Top right:
χ2 vs. K value with the smallest χ2 value and largest χ2 1σ bounds shown as
horizontal lines. The smallest and largest 1σ values of K are marked with vertical
lines. Bottom left: Distribution of K values in the accepted steps. Bottom right:
Non-normalized probability distribution for K.
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Figure A.43: Top left: χ2 value plotted as a function of the γmin value. Top
right: χ2 vs. γmin value with the smallest χ2 value and largest χ2 1σ bounds
shown as horizontal lines. The smallest and largest 1σ values of γmin are marked
with vertical lines. Bottom left: Distribution of γmin values in the accepted steps.
Bottom right: Non-normalized probability distribution for γmin.
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Figure A.44: Top left: χ2 value plotted as a function of the γmax value. Top
right: χ2 vs. γmax value with the smallest χ2 value and largest χ2 1σ bounds
shown as horizontal lines. The smallest and largest 1σ values of γmax are marked
with vertical lines. Bottom left: Distribution of γmax values in the accepted steps.
Bottom right: Non-normalized probability distribution for γmax.
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Figure A.45: Top left: χ2 value plotted as a function of the α2 value. Top right:
χ2 vs. α2 value with the smallest χ2 value and largest χ2 1σ bounds shown as
horizontal lines. The smallest and largest 1σ values of α2 are marked with vertical
lines. Bottom left: Distribution of α2 values in the accepted steps. Bottom right:
Non-normalized probability distribution for α2.
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